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PART I
ABSTRACT

The bucket brigade was a development of the late 60's at which time
it was quite extensively studied. The major shortcoming was found to be
inadequate transfer efficiency, thus relegating its usage only to audio appli-
cations. Before the problem could be solved, along came charge-coupled
devices which showed promise of improved transfer efficiency, higher clock-
ing frequencies and higher density; therefore, most of the work switched
from bucket-brigade devices to charge-coupled devices, New processes
were developed in order to make charge-coupled devices that could truly
realize their predicted potential; however, with these new processes and
with charge-coupled devices working fairly well, nobody ever asked what
improvement could be realized in a BBD if both modern technology and
modern understanding were applied.

In this paper we will describe the modern bucket-brigade device,
Transfer efficiencies of 0,9998 have been obtained at 5MHz sampling rates
while at lower rates an efficiency of 0.,99395 is not uncommon. Bucket-
brigade technology is such as to permit simple adaptation to tapped delay-
"line configurations, with easy and precise control of tap weights. This
capability is of great importance as it permits BBD's to transcend simple
delay applications and enter the very broad field of discrete-time filtering.
Interfaces with other MQS devices on the same chip likewise are easy to
implement. The modern BBD thus leads to the efficient realization of
simple delays, tapped delays, and programmable tapped delays--both real
time and erasable-- as well as to correlators and transversal filters. In
many cases a BBD offers a simpler and more effective sclution than would
a corresponding CCD or the much-more-complex fully digital system.




INTRODUCTION

The basic structure of the bucket brigade is shown in Figure 1,
This device in its integrated form was invented by Sangster (ref. 1, 2) at
Phillips in 1968, There was much interest in this device since it offered
a first glimpse of a practical way of implementing an analog delay. How-
ever, the initial device had many shortcomings, with the major one being
very poor transfer efficiency. Potential variations during the charge-transfer
period introduced excessive channel-length and barrier-height modulation
and consequent transfer inefficiency, As a result, the device was limited
to few stages and to low-frequency applications.

The first major advance made in improving the transfer efficiency
was also made by Sangster (ref. 3, 4) and his co-workers at Phillips, It
came from the introduction of an isolation or tetrode structure with a d-c
biased gate separating each clock element from its neighbor, as in Figure 2,
The performance was greatly improved, but still limited to audio frequencies
and to a relatively small number of transfers. At about this time the charge-
coupled device (CCD) was invented at Bell Telephone Laboratories (ref. 5).
CCD showed the promise of making possible charge-transfer devices without
the shortcomings which appeared inherent in the bucket-brigade device.

In a BBD, the charge must be transferred from capacitance to capacitance
under the control of the separating MOS transistors. In the switching
process, there is an uncertainty or noise in the capacitive charge transfer
over the intervening barrier that is proportional to kTC and somewhat
analogous to thermal noise in a resistance. k is Boltzmann's constant,

T is absolute temperature, and C is the capacitance being charged, The
CCD arrangement did not have discrete capacitances separated by barriers,
so this noise source appeared to be absent, and, futther, clock-line
capacitances to be driven were smaller so that driving problems should be
less severe. The CCD in concept was a very simple structure requiring
only simple processing. In short, CCD looked to have all the potential
advantages at first associated with the bucket-brigade. Nonetheless,
performance fell far short of expectations, It took five years and many
millions of dollars to develop the understanding and technology to the point
which allowed these postulated advantages to be truly realized. It was
then that a re-~examination of bucket-brigade technology was initiated.
Devices fabricated using some of the modern technigues and employing a
tetrode structure were found to perform reasonably well (ref. 4), but transfer
efficiencies were still less than one could wish; furthermore, stability was
erratic and the devices were sensitive to clock shapes, particularly the
transition edges.




DEVELOPMENT OF THE MODERN BBD

It was at this point in the development of charge-transfer devices
generally that a closer look was taken at the underlying BBD structure, the
technology, and the processing techniques. The basic bucket-brigade
structures of Figures 1 and 2 employ idealized transistors and capacitors;
the physical realization suffers from parasitic effects. The MOS control
gates overlap the junctions which are conveniently represented in the figures
as nodal points., Any overlap beyond that required to ensure a continuous
channel results in unwanted capacitance, particularly capacitance to the
prior node, Each nodal diffusion has (depletion) capacitance to the substrate.
These capacitances divert charge and increase the difficulty of efficiently
providing the desired transfer-clock waveforms. Further, the depletion
capacitance is voltage-dependent and so leads to nonlinearities in the
transfer characteristic. One method to minimize parasitic capacitance is
to use self-aligned structures, that is, a processing method whereby one
masking step controls the openings for a channel and also the subsequent
formation of a control gate which is automatically self-aligned.

The non~-linear depletion capacitance would be minimized by a high
substrate resistivity, but uniformly high resistivity would lead to excessive
sensitivity to the problems of channel-length (conductivity} medulation; and
further, high channel resistance leads to poorer high-frequency performance.

CONSTRUCTION FEATURES

Modern technology permits selective control of resistivity by selec-
tive ion implantation. One can thus make resistivity high where wished
and low where wished. The bucket-brigade could have the advantage of a
high-resistivity basic substrate for minimum junction capacitance but with-
out its deleterious effects on conductivity modulation, etc. The desired
low-resistivity areas could be selectively controlled, as shown in Figure 3,
Further, the ion implantation can be used to control thresholds so that
N-channel devices become eminently feasible, with all the consequent
advantages of higher speed, better transfer efficiency, etc., which follow
from the higher mobility of the carriers.

Figure 3a is a plan view of the semiconductor surface showing in
linear fashion the organization of the bucket brigade. An equivalent cross-
section view is as in Figure 3b. These skeiches are exaggerated to show
details, The substrate material is p~ material which is then implanted to
a pt state everywhere except the regions intended to underly the diffusion
between successive clock and tetrode gates (and certain other input and
output regions), as shown., The tetrode-gate and clock-gate regions are




then masked off and n* material diffused to form the bulk of the signal path.
Note that these masked-off regions later receive the polycrystalline silicon
control gates in automatic self-alignment with the underlying undiffused
channel region; however, the channel region under the gates has been im-
planted to p* concentration so that low-resistivity and positive thresholds
is the desired result., In the intervening diffused area, the nodal area of the
schematic circuit of Figure 2, there was no ion implant and substrate resis-
tivity is high. The result is that depletion width under the diffusion is
relatively large and parasitic capacitance to the substirate small. In a later
step, a second-layer poly is applied above the diffused area and connected
to the clock gate to the left to form the desired signal-storage capacitance,

Devices have been made using the structures and processes described,

Transfer efficiency as high as 0.99997 has been obtained at low sample rates
while values as high as 0,9998 at 5MHz have been measured,

PERFORMANCE FEATURES

Transfer efficiency is one of the important factors in any charge-
transfer device since it affects the number of transfers possible (and hence
the delay) before serious degradation of bandwidth occurs. Quantitatively,
it is easier to use the accumulated inefficiency, the product N& of the
number of transfers N and the inefficiency £(=1 - transfer efficiency) in
considering the effects. The bucket-brigade is a sampled-data system,
with the associated restriction that the signal band must be restricted to
a range somewhat smaller than the Nyquist limit of fo/2, where f; is the
sample frequency (equal to the clock frequency for the examples given),

In this signal band there are two factors causing the high-frequency response
(modulation transfer factor) to be less than the corresponding value at low
frequencies, The first factor is inherent in the sampled nature, in the fact
that the output signal is only a stair-step approximation of the desired
analog signal (assuming full-wave output). That is, the output is a sequence
of pulses whose successive amplitudes carry samples of the analog values.
The representation is good for low frequencies, where many samples per
cycle occur, but becomes increasingly poor as the signal frequency rises
toward the Nyquist frequency; that is, the signal-frequency component in

the stair-step representation is less than the stair-step amplitude by a
factor sin{1/f/fc)/(iff/fc). This factor introduces a loss of ~4dB for f=f./2.

The second factor is the loss resulting from accumulated transfer
inefficiency, which contributes a loss expressible as Rqp = -17.4NE sinZ (71/f.)
where RdB is the reduction, expressed in decibels, relative to the response
at low frequencies, f is the signal frequency, and f. is the sample frequency
for the BBD. This expression reaches a maximum value of 17.4 N£ dB at
f =fc/2. Thus, for 5000 transfers and &= 10-4 (efficiency = 0.9999), the

.




loss is 8.7dB at f5/2 and 4,35dB at fo/4. Measured values of transfer
inefficiency £, are shown in Figure 4, and its effects on delay-bandwidth
product is shown in Figure 5,

The dynamic range is limited at the upper end by signals so large
that distortion becomes excessive, and at the lower end by signals too
small to be distinguishable from noise. If one ignores all effects from
overlap and depletion capacitances, barriers, etc,, the maximum peak-to-
peak input swing is AV = (Vhp ~ VT}C1/Cs where Vpp, is the tetrode gate
voltage, VT is the threshold voltage (assumed constant at the value of body
bias present), and C1/Cg is the ratio of driving capacitance at an interior
node to the initial storage capacitance Cg. Consider Figure 2. When g2
is at zero, #1 is at maximum and node 1 charges through transistor 2 and
the tetrode transistor to Vpp - Vr. Meanwhile, Cg is charged via the input
to some potential which is AV below (Vpp - Vr). When g1 falls and @2
rises, the potential on Cg rises by the amount AV to Vbp ~ VT at the expense
of the potential at node 1, which falls from g2 + Vpp, -~ VT by an amount
AV{Cg/C1). At the next clock transition, the potential at node 1 instan- -
taneously falls back by the magnitude of g2 to a value AV{(Cg/C1) below its
initial terminal value of Vpp ~ V7, and then rises again to Vpp - VT at the
expense of node 2. But the minimum potential cannot be less than the sub-
strate potential {assumed zero), so that within the above constraints
AVmax £ (Vpb - V) (C1/Cs). Parasitic capacitances and other effects in
general act to reduce the maximum AV (ref. 6).

Noise generated in the bucket-brigade limits low-level signals,
Ref. 7 shows the variance per stage in the number of charges transferred
at each transfer is proportional to kTC, as stated earlier, with the result
that the noise spectral density has two principal factors. The first factor
is proportional to kTC times the number of stages and inversely proportional
to clock frequency, meaning that noise increases directly with the number
of stages and decreases as clock frequency increases. This latter effect
is important as it degrades performance at low clock frequencies. Quali-
tatively, the KTC noise is spread over a very broad frequency range, just
as is thermal noise, and hence folds about each harmonic of the clock
frequency. As clock frequency is reduced, there are more sections of the
spectrum folded down into the useful band lying between 0 and fo/2. The
second factor is a frequency variable nominally proportional to sinz-ﬂ’f/fC
but substantially reduced by transfer inefficiency at the upper end. Figure 6
taken from ref. 7 illustrates this latter effect. ME is the accumulated
transfer inefficiency. Note that the curves are normalized to show only
the second factor; the important MkTC/f. factor has been removed.

These noise effects limit the dynamic range of a modern BBD to the

range 50-80dB, with the actual range obviously dependent on capacitance,
bandwidth, the number of stages, the clock frequency, and, to a lesser
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extent, on the transfer efficiency, Figure 7 shows a transfer curve for a
typical BBD showing, for a 1KMHz bandwidth, a dynamic range in excess of
75dR {or 85dB for a 10KXHz bandwidth) while Figure 5 shows the shrinkage of
delay-bandwidth product as accumulated transfer inefficiency, N&, increases,

INTERACTION BETWEEN CONSTRUCTION AND PERFORMANCE

The input structure to the bucket-brigade is very simple. It is
basically an NMOS transistor analog switch connecting the input to a
capacitor, as in Figure 2, which allows one to run a given amount of charge
onto the input capacitance and then, via the bucket-brigade, transfer that
charge on into the first and later buckets., The size of the input structure
can be varled 1o tailor the voltage sensitivity at the input, As shown
earlier, each node potential, including that at the input, has an upper
limit of Vpp - VT while being charged from a succeeding capacitor. The
change AV from this upper limit is contreclled at Cg by the input circuit,
and the resulting change at the next and later interior nodes is AV(Cg/C)
where C is the interior node capacitance. Interior signal voltage swing is
limited in magnitude to less than Vphbh - V7, so input capacitance relative
to C controls the input sensitivity. Also, since Vphph ~ V7 is the upper limit
for the input, the ratio Cg/C affects the input bias level, along with the
ion implant level.

The output structure is equally simple, It can consist of a source
follower connected to one of the buckets of a stage (note that a "stage™
encompasses two buckets), The source follower adds some small amount
of capacitance to that bucket. Thus, the output stage's capacitance like-
wise controls the output sensitivity, and thus affects the system's overall
gain; that is, the signal voltage variation is AV{Cg/C) at an interior node,
and at the output this variation becomes [AV(Cs/C){C/Cout) = AV(Cs/Cout)
where Cout i8 the capacitance of the output node. Note that this result
follows because charge is conserved. This "gain® is then modified by the
transfer factor of the source follower, which may have a value of the order
of 1/2. A single source follower will produce a half-wave output signal;
each time the appropriate clock goes high an output will be produced from
the source follower. Two source followers may be used, one connected to
a bucket driven by phase one of a stage and the other connected to an
adjacent bucket driven by phase two of the stage, as illustrated in Figure 8,
Then a full-wave output will result. A full-wave outiput is much easier to
handle, requiring only simple filtering to reduce any clock glitches or
sampling glitches, and it does not require an external sample and hold.

It also allows one to work much closer to the Nyquist frequency without
as severe filtering requirements. With half-wave output, the desired
signal is superposed on the more positive half cycles, but its peak~-to-peak




magnitude is constrained to be less than the peak-to-peak clock amplitude,
One must thus filter out the full clock amplitude, as well as the unwanted
sidebands. With full-wave output (or a sampled-and-held output} the clock
amplitude component is reduced by 40 to 60dB, simplifying the filtering.
The clocking requirements of the bucket brigade are also quite simple; it
requires two-phase complementary square-wave clocks. The timing is not
critical, the edges are not particularly critical. The device is basically
very forgiving. Charges are mostly stored on discrete capacitors, so that
a storage site does not disappear when the clock potential goes to zero.
Thus, while not recommended, completely non-overlapping clocks still
provide bucket-brigade operation. Again, the relative times spent in each
clock state are relatively unimportant. Non-overlapping clocks with "on®
states differing by 10 to 1 have provided nearly normal BBD operation. The
conditions to be avoided are excessively overlapping clocks (which can turn
all transistors on simultaneously) and undershoot spikes which can inject
unwanted charge from the substrate via forward-biased diodes. Suitable
clock waveforms are square waves generated from complementary outputs

of CMOS flip flops. Tetrode gate voltage does have an effect on transfer
efficiency; it preferably is set to operate at a voltage very nearly equal to
the clock, or less than but within a volt of the clock maximum., )

Ancther very nice feature of the bucket-brigade device is the ease
with which buckets may be tapped to obtain output, as mentioned above,
A tap may easily be implemented by connecting a source follower to an
intermediate bucket. Note that this tap is to a physical diffusion so that
it is easily implemented., The physical size and separation of stages is
not a significant problem. Capacitance perturbations can be minimized by
considering the tap's capacitance as an integral part of the total node
capacitance. It is possible to connect source followers to every bucket
along a device, as shown in the diagram of Figure 8, and not seriously
affect the transfer efficiency. This is in part due to the fact that we are
leoking at real capacitances and not trying to tap in on "phantom capaci-
tantces®. Another way of implementing taps is by capacitive divider pickoff,
as shown schematically in Figure 9, which allows one to build transversal
filters with taps which can be capacitively weighted, with on-chip electrode
sttuctures, just as is done with charge-coupled devices; however, in the
BBD it is possible to separate the sensing-electrode pattern from the clock-
ing-electrode pattern without causing any serious degradation of transfer
efficiency. Furthermore, it is possible to cancel clocking transients
hecause coupling from @} through Ca cancels that from §2 through C'a, etc.
In Figure 9, the relative tap weight is given by

W=Ca—Cb
Ca + Cp




It is evident that the weight, w, may be controlled over the range +1
(when Cp, = 0) to -1 (when Ca = 0). One thus realizes simplicity of signal
extraction, without having to bother with coordination with clocks multi-
plexed on the same lines as the signals. An example of such design is
shown in Figure 10. These are but a few of the unique advantages of the
bucket brigade which, with suitable modern technology, make it a device
quite adequate for a goodly number of signal-processing applications,

WHY USE BUCKET-BRIGADE DEVICES?

We have all known that charge~transfer devices are very suitable for
analog signal processing. However, most people immediately conclude that
using charge-coupled devices is the only way to do the job. If you say that
you are going to use a bucket-brigade device, immediately they ask; "Why
not use charge~coupled?" The answer is itself a question: "Why not use
the device most suited to the task? Why restrict the technology regardless
of its suitability?" Bucket-brigade devices have a distinct range of appli-
cability, with many favorable factors such as those discussed;

1. With proper design, transfer efficiency is so high that it is not an
important factor for many applications.

2. Processing is by standard MOS processing, with high yield and
compatibility with other MOS devices, so that flip-flops, clock
drivers, shift registers, output buffers, etc., may be designed
onto the same chip. ‘

3. One or many taps are easily and precisely implemented, with simple
output circuitry.

4, Clocking and other interface requirements are simple and non-critical,
There are no tricky multiphase clocks with requirements on precise
control of rise and fall times--a simple two~phase complementary
sguare wave clock is all that is required. CMOS clock generators
usually are adeguate.

5. Qutput circuitry is equally simple, allowing one to do either capa-
cltive nondestructive sampling of the bucket such as in a tapped
delay line (Figure 9), or to use source~-followers which are directly
(nondestructively) driven by the buckets and which in turn act as
current sources to the outside world., The output circuitry on-chip
often dominates the real estate so that packing density of the delay
elements themselves becomes of secondary importance,

6. The bucket brigade is capable of sampling to SMHz or more., This

situation is also compatible with peripheral circuitry, which usually
is capable of operating to 5SMHz or more.
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SUMMARY

In summary, then, bucket-brigade devices should be used for audio
and other low-frequency applications, in some video-delay applications,
and in signal processing generally, where the bucket brigade is a natural,
It is exceedingly flexible and noncritical in delay applications. With
modern technology, it exhibits high transfer efficiency, moderate speed,
and simplified interface requirements. It allows you to make transversal
filters using split-electrode structures; however, the split electrodes are
strictly sensing structures and are not part of the clocking circuit, nor do
the structures suffer from overlap capacitance as is typical in CCD split-
electrode structures. The sense electrodes are separate from (and balanced
to) the clocking electrode structure, Furthermore, in a transversal filter,

a processing gain is available because of the summed signals from multiple
taps; thus, the device is not as sensitive to noise as would be a simple
long delay used, for instance, in audio or video type applications,

CCD is needed when extremely long delays are desired, such as an
8000-stage audio delay line where wide dynamic range is also desired.
Properly designed CCD's have higher transfer efficiency, and a noise limit
that does not increase as rapidly as in a BBD when the number of stages
1s increased. CCD's also should be used when sampling rates significantly
in excess of 10MHz are desirable, or when packing density is of prime
importance, and where the penalty of extra complexity is permissible,

Operaticon at elevated temperatures limits storage lifetimes, and
hence forces a practical limit to the amount of delay possible, or alterna-
tively, to the number of taps possible. Further, in most signal processing
applications such as correlators or transversal filters, one finds a limita-
tion imposed by the time required to do the calculation and the number of
points in the calculation. Therefore, a time-complexity compromise must
be made, For instance, at 1MHz sample rate, it would take 32ms to compute
a 32-point calculation, and 64ms for a 64-point calculation. A compromise
must be made between the total number of taps in the device and the speed
of the computation. It has been found that, for the accuracy that is possible
in today's charge transfer devices and the speeds at which they are capable
of operating, 32 to 64 stages are about the optimum number of stages in
signal processing. This is not to say that units could not be cascaded or
extended to increase the number of points in the computation; however, it
takes time to make the application to additional points. Therefore, if
processing requires less than 100 stages, it is much better to use a bucket-
brigade and have all the advantages of today's technology and the advantages
of available peripheral circuitry, rather than have all of the processing and
application problems of charge-coupled devices.
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Fig. 1 Basic bucket-brigade structure,
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Fig. 6. Normalized noise power spectral density as a function of normal-
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ABSTRACT

What {8 a charge-transfer device and how can it be used to make
electronic music?

Charge transfer devices represent a rapidly developing area of semi-
conductor technology which allows one to controllably delay analog signals.
The ability to controilably delay an analog signal permits the realization of
filters whose characteristics are also controllable, A "flanger" is a typical
example of an electronically variable "comb filter®, When applied to per-
cussive Instruments it produces a hollow swishy sound akin to that of a jet
plane but without the rumble and roar. The flanger, as well as several
other applications of analog delays, will be described in more detail later,

Let us first review the fundamentals of charge-transfer devices,
The realization of an analog delay, 'its principles of operation, and its
baslc characteristics will be reviewed.

FUNDAMENTALS OF CHARGE-TRANSFER DEVICES

“Charge-transfer device" Is a generic term which {s applled tc a
family of solid-state electronic components, which under the application
of a proper sequence of clock pulses moves packets of charge in a con-
trolled manner, These packets of charge can represent discrete-time
samples of an analog sigral, They can be moved at a controlled rate from
an input terminal to an output terminal. The signal appearing at the output
terminal is a time delaved replica of the input signals. The delay which
can be realized depends on the number of samples of the input that exist
in memory between the input and the output terminals, and the rate at
which these samples are moved from input to output, The number of samples
that can be stored hetween the input and the cutput terminal depends on
the basic design of the device; however, the rate at which the samples are
moved depends on the rate of the clock pulses which is under the control
of the user. It is, therefore, possible for the user to control the resulting
delay in any manner he so desires within the limits of the particular device
and those imposed by the sampling theorem,

For those who watch old movies either at the pizza parlor or on TV,
one might envision a long line of firemen passing buckets of water from
the cistern to the flre, Such a line is usually referred to as a bucket brigade,
It is not surprising that one commonly used charge-transfer device is called
a Bucket Brigade Device, BBD,

The bucket brlgade concept of sampling and delaying an analog
signal has been of Interest for many decades, It was not until the develop-
ment of MQS Integrated circuits that a practical method of implementation
became avallable.

The basic structure of the MOS bucket brigade is shown In Flgure 1.
This device in its integrated form was invented by Sangster (Ref. 1, 2) at
Phililps in 1968, There was much Interest in this device since it offered
a first glimpse of a practical way of implementing an analog delay. How-
ever, the initial device had many shortcomings, with the major one being
very poor transfer efficiency, 1. e. transfer inefficiency is a measure of
the amount of charge left behind at each transfer, As a result, the device
was limited to but a few stages and to low-frequency applications since
the amount of charge left behind depended In these early devices on the
amount of time allotted for the transfer.

The first major advance made in improving the transfer efficiency
was also made by Sangster (Ref. 3, 4) and his co-workers at Phillips, It
came from the introduction of an isolation or tetrode structure with a d-c¢
biased gate separating each clocked element from its nelghbor, as in
Figure 2. This tetrode structure in effect reduced the Miller capacitance
between the output and the input of each individual stage similar to the
function performed by the tetrode grid in a tube, The performance was




greatly improved, but still limited to audio frequencies and to a relatively
small number of transfers. At about this time the charge-coupled device
(CCD} was invented at Bell Telephone Laboraturies {Ref, 5). CCD showed
the promise of making possible charge-transfer devices without the short~
comings which appeared Inherent In the bucket-brigade device. In short,
CCD looked to have all the potential advantages that were at first associated
with the bucket brigade. The CCD appeared to be a very simple structure
requiring only simple processing. However, despite the theoretical improve-
ment, the simple structure with the simple process produced devices not
much better in performance than the bucket-brigade devices on which there
was supposed to be improvement. It took flve years and many milllons of
dollars to develop the understanding and technology to the point which
allowed these advantages to be truly realized.

It was at this point in the development of charge~transfer devices
generally that a closer look was taken by Retlcon at the underlying BBD
structure, the technology and the processing techniques. Self-aligned
structures would reduce parasitic capacitance and improve efficiency.

A decrease In substrate resistivity would help to reduce the sensitivity to
voltage and to clock wave shape. It would also reduce the conductivity
modulation of the region under the transfer gate, which shouid improve
transfer efficiency. However, junction capacitance effects would be ad-
versely affected. It was then determined that, using modern technology,

one could selectively control resistivity and its effects by fon limplantation--
conductivity could be high where wished, and low where wished, The bucket
brigade could have the advantages of a high-resistivity basic substrate for
minimum junction capacitance but without its deleterious effects on modula-
tion, etc, The desired low-resistivity areas could be selectively controlled.
Further, the ion implantation could be used to control thresholds so that
N~channel devices became emlnently feasible, with all the consequent
advantages of higher speed, better transfer efficlency, etc., which follow
from the higher mobility of the carriers. Tigure 3 shows a comparison of
transfer efficiency for both N and P channel audic delay, The superiority

of the N channel device is obvious,

APPLICATIONS OF BBD TO ELECTRONIC MUSIC

Having developed an efficient, high performance, externally controlied
analog delay device such as the Reticon SAD-1024, the question arises how
can it be applied to the electronic enhancement of sound. Many desirable,
as weil as Interesting, acoustical effects may be synthesized with an analog
delay device, A partial list of these effects include enhancement and control
of reverberation, generation of chorus, flanging, vibrato, as well as the
reduction or cancellation of undesirable effects such as wow and flutter
introduced by some tape machines. At this point Iet us discuss a few of
these applications, We will begin by discussing chorus and phasing effects,

Chorus {Multiple Voice) and Phagsing Effects (Flanging)

If a solo voice or instrument is Joined by the same sound delayed by
approximately one to five miiliseconds, the resultant is a very popular
"spacey" sound, The phenomenon sounds as if there were two volces or
instruments present. This {s particularly true if the pitch of one is varled
slightly (i.e., the two are not exact replicas), I the resultant signal is
again delayed and added as belore, the effect is that of four voices, etc.,
until delay becomes so large as to cause blurring. Delay can thus be used
to enhance or modify the apparent slze of a group of musicians (or speakers,
etc,,). The SAD-1024 is readily adapted to such use, Figure 4a shows two
delay elements in a stable, nonfeedback arrangement of this application.
Additional delay elements can be added, as desired, without loss of stability.

Chorus produced by simple delay alone {without modifying pitch or other
characteristics} is likely to sound thin and }ifeless because each reproduction




is an exact counterpart of the previous signal. The effect of slightly
different sources can be produced by varying the clock rates by a smali
amount as in vibrato {and as indicated in FPigure 4a). The amount of varia-
tion is much less than with vibrato, because the pltch change should not
be evident, What is wanted 15 just enough difference between the direct
and delayed signal to make them appear to come from separate sources,
f.e., in "chorus",

When the desired effect is that of several different volces added
together, it s possible to vary the clock rate slightly but in a random rather
than regular manner. Such a clock rate might be derived {rom noise passed
through a narrow-band filter. The output frequency is changed as in vibrato,
but the randomness simulates the slight differences in sources, rather than
«conventional vibrato with one or more deterministic sources, The exact
combination desired is subject to artistic interpretation; no rules can be gliven.

Use of the circult of Figure 5, but with appropriately small delays,
might be thought equivalent to Figure 4a; however, the effect then would be
reverberation more like that of “singing in the shower". Sounds bulld and
decay over a perlod of time; there is not the abrupt start and stop of the
ensemble, but rather an exponential rise and decay of sound., The circuit
of Figure 4b thus is more realistic for chorus, but either circuit can give
subtle or noticeable effects to the extent desired.

Flanging is a sound effect somewhat similar to chorus. It can be
obtained with a circult similar to that of Figure 4b. Varlables at the control
of the operator are the balance between the direct and delayed signal and
the amount of delay., Delay is controlied very simply by control of the clock
frequency.

Delay 1s given by
Tp = N/24¢

where N = number of delay elements
fo = sampling clock frequency

For example, for N = 1024, a range of f; from 50KHz to S00KHz
gives a range of delay, Tp, from 10msec to lmsec. Qualitatively, the
frequency response is comb-like with peaks spaced 100Hz at i0msec delay
and spaced 1000Hz at Imsec delay, .

Vibrato and Other Effects

Vibrato is defined as a slight pitch variatlon at a cyclic rate, usually
of the order of 5 to 10Hz, such as that produced by the rapld oscillatory
movement of the figering hand of a violinist. It is customarily used to add
a richness to the sound, The result of vibrato 1s the combinations of sounds
from various paths to give a slight chorusing effect., Such pltch variations
can be synthesized by changing the delay element’s clock rate is a slow
cyclical manner {see Figure 6), Changing the clock rate alternately increases
and decreases the delay through the device and hence the pitch in a fashion
analogous to the Doppler effect. If the clock-rate changes slowly, we can
consider the transit time of the delay element to be constant for any parti~
cular instant of the input waveform, Delay is thus given by

Tp = N/2f; seconds

where Tp = the transit t{me {delay) through the device
N = the number of storage sites in the bucket brigade
fo = the sampling clock freguency.

The factor 2 in the expression for Ty appears because the signal
sample moves from cell te cell on each clock transition (1, e,, two cells
per complete clock cycle).
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Now suppose f; is varled cyclically by a small amount such that
fo = foo (1+k cosus t)

where. I, 1s the average sampling l‘reqnenpy

oWy = 208, 15-the »lbrato angular frequeucy, T s ’ . '|f

- K Is the per*mm peak (requency devlatlon of the clock: !requenpy. e ;
'I‘hB trams!.t ume {s then

Ip= N/[Zf O(hk ‘cosyt))

-~ Usually, k<<, and T can be approximated by

Tp™ s zf (1-k coswyt)

This expressfon demonstrates the fact that when clock frequency is
high, delay time is low, and vice versa.

To find the frequency varlation, we use the deflnition that angular
frequency Is the rate-of-change of phase and note that the phase of the
output 1s delayed relative to that at the input by the product of the Input
frequency, wg, and the transit-time delay, Th. Thus the output phase,
Hout. and frequency, wy,¢, are given by

Fout = Fs ~ wgTp = wst = wgTp
Nk ]
wout = Wout/dr * wa U1 +"‘—‘““ sinw,,t]

where: ff; is increasing at the angular rate .t (linear if wy 18 constant as
assumed for thls discussion), fsq s the average clock frequency, as
before,
As expected, if the time delay is momentarlly decreasing, the output
frequency is momentarily increasing and vice versa, The magnitude of the

veak frequency change {s not great, and is controlled by the magnitude of
the change In clock frequency in the factor k. '

Asg an example, let
N = 1024 (i. e., 1024 elements of delay)
., = 50KHz
k=0,05{t, e., 5% peak change In clock frequency}
v ™ 7 x (27} (1. e., & vibrato rate of 7Hz)
Then: wgy,/wg I max = fout/fs ’ max

1024 x 0,05 x 2 x 7
2 x 50 x 103

=1+

=1+ 0.0225

That is, the output vibrato peak to peak frequency change is seen to
be 4,5 percent of a steady-state input frequency. As a comparison, a muslcnl
half-step of total change s slightly less than 6§ percent,

Chorus and vibrato applications are similar to reverberation appHca-
tions: high performance of the device is required, Here again the superlor
performance of N-channel devices 1s important, because of their stability
and simplified circuit requirements. It is also desirable that nelther the
d-c blas point nor the a-¢ gain vary with clocking frequency. This is
another characteristic of the N-channel devices which make them super’
for higk quality low-cost audio applications,




Reverberation

Acoustic reverberation is caused by the bulld-up of sound In an
enclosed space. The build-up occurs because of the addition of sound
components from simply-reflected and multipty~reflected pencils or rays
of sound returned from internal reflecting surfaces. Similarly, the sound
field present when sound from the source is suddenly terminated does not
die away immediately but decuys in an exponential manner as the r flected
sounds diminish by acoustic absorption.

Reverberation can thus be synthesized as In Figure 5, Each delay
element represents the time of travel In some possible path from the source
S to the obsérver at O, Feedback adds the effect of multiple-reflection
paths, Differing path lengths are represented by. differlng delays. A single
delay element can produce reverberant effects, but would be excessively
frequency sensiilve with the reverberant sound having distinct flutter.
Several different path lengths {delays) are desirable, Attenuation in a path
represents its acoustic absorption loss; therefore, the adjustment of loss
allows the control of reverberation time,

In an actual room, the direct sound is received first, followed by
simple reflectlons, and then by an increasingly complex mix of multiple
reflections, Thus an equivalent synthetic reverberator must be equipped
to generate and handle a similarly complex combination of signals, Let us
first consider the general situation.

Reverberation time is defined as the time (after cessation of-the
signal at the source) for the sound to decay to one-millionth of its initial
energy level (to a level 60 dB down). Let us consider a simple case with
only one closed~loop path active. The relationshlp is

T {reverberation time) = 60{t/<) seconds
where: . (dB) = the attenuation, and t = time delay In seconds for one passags,

For example: if t = 100 mililseconds and <= 3 dB, then T = 2 seconds.
Notice that shorter reverberation times can be produced by introducing greater
attenuation or shorter delay; longer reverberation requires longer path delay
or less attenuation or both. Also notlce that a 10-millisecond delay corres-
ponds to a ropm path length of less than 10 feet for one trip; as a result
delays longer than 10msec are usually used., Round-~trip attenuations of less
than 3 dB lead to narrow peaks in the comb-like frequency response and thus
present more difficulty in maintaining stability; so it is preferable to use a
mix of relatively long delays with higher values of attenuation. If short
delays are wsed (e. g., 10msec), then small values of loop attenuation are
required to keep the effect, due to short delay, from dying away rapidly.
Stability of gain 18 most necessary.

1f, as may he done, we add the output signals from the varicus delay
elements {see Figure 5), the output power is increased approximately in pro-
portlon to the number of paths, N, The result is an overall system gain of
10 log N dB. As a result, increased loss should be introduced in the indivi-
dual path attenuators, as additional paths are added, if the same total
reverberation time is to be maintained.

Feedback around a single delay element gives rise to a comb-filter
type of response of amplitude vs, frequency. Schroeder® has developed methods
of reducing the frequency sensitivity of the resulting filter and shows various
combinations of filters to achieve reverberation characteristics comparable to
that of actual rooms. Schroeder further states that some improvement is ob-
tained by converting a comb-filter type of reverberator to an all-pass type of
filter, Detalls may be found in the listed publications, In essence, the
number of paths to be summed, the delays which are selected, and their




manner of combination during implementation depend on the sarticular appli-
cation and the cost/performancs tradeoffs of the system uni2r consideration.
Ideally, many paraliel delay paths are required to simulate acoustics of a
desirably reverberant room; practically, at least four, and preferably more,
parallel paths are required 1f undesirable flutter is to be minimized, Adding
all outputs into a single feedback path simulates actual room conditions
more closely than a group of parallel paths, each with separate feedback:
however, adjustable gain, Individual preference as to feedback path should
rule,

The frequency response of the delay device {s of particular Importance
in this reverberation application because: (a) long delays are desirable and
(b) multiple passages through the device result in amplification of gain varia-
tions. The high~frequency loss in galn of a bucket-brigade device tends to
be a fixed amount at a fixed fractlion of the clock frequency, with the -3 dB
point between one-third and one-half the clock frequency. To obtain a long
delay calls for the minimum allowable clock frequency and hence the forcing
of high~frequency attenuation in the desired pass band. The N-channel
SAD-1024 is substantially better than comparable P-channel devices in control
of this high-frequency attenuation, since the product of the maximum delay
and the usable bandwidth is in the order of two times that attainable with a
P-channel device.

The loop transmission factor in reverberation applications must be
nearly unity. The SAD-1024 with its near-unity gain is substantlally easier
to use than comparable P-channel devices with B to 10 dB insertion loss,

To achieve effects comparable to room reverberation requires that a large
number of modes be present, These modes must be spread over time in the
time domain {i, e., spread {n frequency in the frequency domain}, The mode
spread must also take into account the acoustical responses of the ear.

That is, low frequencles and high frequencies must die away more gradually
than middle frequencies to compensate for the ear's variation in frequency
sensltivity at different sound levels, The uvitlmate requirements are that

the ear be unable to distinguish different rates of decay {i. e., of the differ-
ent modes), and that the number of modes be great enough that objecticonable
flutter is avolded.

CONCLUSION

The availability of high performance analog delay devices has
resulted in a whole new array of products that electronically enhance sound.

The performance necessary to make these products possaible could
only be realized by applying modern technology to the design of the analog
delay. Only the N-channel BBD can offer the high transfer efficiency, high
sampling frequency, wide bandwidth and Jarge dynamic range at a cost-
effective price necessary to realize high performance audio components,
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A TAPPED ANALOG DELAY FOR
SAMPLED DATA SIGNAL PROCESSING

Gene P. Weckler

Abstract

A new dimension in analog signal processing is now available to the engineer,
A 32-tap sampled-analog delay line offers a cost-effective way of implementing
linear phase filters, performing correlation, realizing adaptive phase equaliz-
ers and many other functions heretofore accomplished by digital techniques.

1. INTRODUCTION

The Tapped Analog Delay (TAD) is a 32-stage
charge~-transfer device. Each stage is tapped

and these taps are brought to the cutside through
buffer amplifiers. Each buffer amplifier output
sppears ag a source follower, thus permitting
variable loading of the taps in order to create
varfous tap-~weight functions. The TAD-32 per-
mits the storage of analog signals which can be
non-destructively sensed at successive delay
times, The taps are spaced one sample tinie
apart along the delay. An additional speciaf feed-
forward output tap is provided so thaj:devices may
be connected in cagcade without caus'fng a dis-
continuity in the spacing of the taps from one
device to the next. With this arrangement, tim-
ing integrity is maintained. The ability to cas-
cade devices permits the user to build processors
{such as transversal filters) with more than 32
taps.

2. GENERAL DESCRIPTION

The Tapped Analog Delay is a new silicon inte-
grated circuit which provides the design engineer
with a whole new bag of tricks, The delay line
characteristic of this device can be modeled by
the series of sample-and-hold (S/H) eircuits
shown in Figure 1. Two-phase sampling is shown

where the even numbered S/H's sample ¢, switches

are cloged and the odd numbered S/N's sample

when the ¢, switches are closed, As a result,
each input sample is sequentially moved from a
given S/H to the adjacent S/II on each clock
transition. For a particular input sample to
reach the output of the fifth S/H requires five
clock transitions, and for that same sample to
reach the eleventh S/H requires six more clock
transitions. In CTD terminology, éach S/H is
called a stage, and a given sample of information
remains in a stage for one sample time, If
degired, any stage could be non-destructively
read out to obtain delayed replica of the input
signal, In sampled-data systems the delay be-
tween the taps is inversely proportional o the
sampling frequency, thus providing flexibility and
stability not available with a continuous time
system, as will become more evident later when
filters are discussed. The sampled-data system
has the flexibility of a digital system without the
complexity, cost or power consumption,

The equivalent circuit of the TAD-32 is shown in .
Figure 2. Samples are set up on the initial
storage node during the pericd while the ¢_ clock
wave-~form is at its high (positive) level. \Nhen
# drops, the sample valueis frozen and the -
simultaneous rise of ¢, permits exchange of
charge with the tap-1 node, similarly for other
nodes. The sample values thus first appear at
the various nodes when #9 rises, When 02 falls
and $; rises, the charge state is transferred to
the second node for each tap, thus maintaining




the ocutput value for both halves of the clock
period. The resulting output is designated full-
wave {or full-period} output, Futher, there is
one sample time delay between the samples as
they appear at successive output taps. The last
noede supplieg a fecd-forward tap at the proper
time to provide the set-up signal for another,
series-connected TAD-32, so that multiple-sec-
tion processors with more than 32 taps can be
implemented. Clocking of the second device
must be synchronous with the first, i.e.,

¢1a=%1m.

The device is capable of sampling at rates from
100 Hz to more than 5 MHz, This capability
permits the translation in frequency of a given
filter characteristic over a range of more than
four orders of magnitude simply by varying the
clock rate. A two-phase clock is required to
drive the device with complementary square
waves with amplitude in the range of 12 to 15 volts.
These are positive square waves, as sketched in
Figure 2, thus providing a positive output with
reference to ground at each tap., The output from
each tap {8 a full-wave or boxcar output, as
discussed above; no additional filtering is neces-
sary before summing the desired weights. The
summing amplifiers can combine the sumrning
and filtering functions,

Figure 3 shows the performance of a TAD-32
operated as a low-pass filter, The impulge
response of this filter is very nearly a Hamming
window; therefore, one would expect the peak
slde lobes to be suppressed by -43 dB relative

to the center lobe or passband, The experiment-
al results of Figure 3 for a sample rate of 120 KHz
indicate that -41 dB was achieved, The width

of the main lobe at -20 dB is 12 XHz, which
compares favorably with theory, It is apparent
that band edge rates in excess of 80 dB/octave
are posgible., Furthermore, this characteristic
can be realized over a 50 dB range of input sig-
nal as is apparent from the spectrum analyzer
photograph of Figure 3.

This picture shows the spectral response or fil-
ter characteristic obtained for two inputs differ~
ing by 40 dB. The background response is for
an input level 20 dB below the maximum level,
thus from this picture one must conclude that
nearly 80 dB of dynamic range is possible while
still realizing a -40 dB stopband to passband
ratio. From this we must agree that the per-
formance attainable from the TAD-32 exceeds by
far most other approaches. We will now discuss
the realization of this performance in useful
filter responses.

3. THE TAD AS A TRANSVERSAL
FILTER

The Tapped Analog Delay is the basic building
block of the transversal filter, The transversal
filter represents the most effective application

of charge transfer devices to sampled-data signal
processing. The signals that appear at each tap
of the TAD are weighted and surnmed by the
technique shown in Figure 4. The ability to
externally control the weight on each tap allows
the user to design a wide variety of filter functions
all based on the same basic component, and by
switching in different tap weight functions it be-
comes possible to program in apredetermined way
a desired set of filters, For example, a time-
multiplexed filter bank could be realized using
one TAD and multiplexing the taps to several tap
weight functions, each derived with resistors,

The output of a transversal filter or finite impulse
response (FIR) filter depends on a finite number
of past values of the input. This type of realiz-
ation does not require feedback and as a result
coefficlent accuracy, lack of signal-to-noise, or
non-linearities are much less critical than in
recursive or infinite impulse response (IIR)
filters, where feedback is employed. An FIR with
a non-recursive implementation has all its poles
at the origin in the Z-plane and, therefore, is
always stable. And finally, one of the most
advantageous properties of a {inite impulse
response filter is that it may be designed to have
an ideal linear phase characteristic.

With the introduction of data communication
systema, phase characteristics of filters have
become as Important as their amplitude charac-
teristics, In general, when a signal is passed
through a filter, which has a non-linear phase
characteristic, the signal waveform undergoes

an asymmetrical distortion, which severely de-
grades a digital communication system. The
transversal filter offers two approaches to
remedy the ills of phase distortion, First of all,
if only finite impulse response fillers with linear
phase were employed, there is no phase distortion.
On the other hand, should phase distortion already
be present, the transversal filter offers one of
the most straightforward cost effective ways of
performing phase equalization, Equalizers can
be designed that will flatten the amplitude response
while correcting the phase distortion, Special
filters synthesized for communication systems
can substantiaily improve the overall system
performance, ‘The use of a low-pass filter with
linear phase to prevent anti-aliasing in data
acquisition systems is a typical example of an




application which can best be accomplished with

a transversal filter, ‘The alternative to the trans-
versal filter is an analog filter with its character-
istic limitations of stability and accuracy.

The transversal filter does not excel in just one
or two of these areas. It offers the beat obtain-
able performance in every one of the afore-
mentioned areas, To some, this may sound

. over-zeslous; however, those who have had the
opportunity to actually implement a transversal
filter will fully appreciate the performance
potential now within easy reach.

4. PRINCIPLES OF TRANSVERSAL
FILTERING

4.1 THE TAD AS A BI-POLAR CORRELATOR

Probably one of the simplest functions that can
be performed with a TAD is that of bi-phase
correlation, Let us first consider the cor-
relation of two valued {(bi-phasge) sequences as
depicted in Figure 5, As shown in the figure,
each tap has a switch in series with it, Seq-
uence A is used as a program word for the
awitches, i, e., a''1" in the sequence represents
a closed switch, while a ''0" represents an open
gwitch, BSequence B is sampled into the charge
transfer delay line. The sample rate must, of
course, be selected so that the delay throughn

the Mine equals the period of the sequence, i.e.,
the sample rate must equal the data rate in the
sequence. The output signal 1s a measure of
similarity between the two sequences and reaches
a maximurn when two identical sequences are in
perfect alignment,

Let ug now consider replacing sequence B by an
snslog signal as shown in Figure 6. Since the
analog signal has both positive and negative
values, it is desirable to add a second pole to
the switch so that, as shown in the figure, each
tap may take on either a plug "1" or a minug "1"
value depending on the switch position, thus
controlling which input of the differential
amplifier is selected. Sequenceex (n), which is
the tap weight function, is now represented by a
p-n sequence, i, e., positive-negative values,
As in the previous example, the amplitude of the
output is a measure of similarity belween the
analog input signal and the p~n sequence repres--
ented by the tap weight function.

Let usnow ask how we would mathematically

- represent the relationship between the input
afgnal X (k) and the output Y (k), where k
represents the kP sample time. Let the tap-
weight function be represented by < (n) where

n 1a the tap position.with n = 0 being the input,
n = N-1 being the last tap furthest from the input,
and for the case of the two pole switch shown in
Figure 6,04(n) = ¥1, The kth cutput, i, e., the
value of the output Y for the kth sample period,
corresponds to the values of the input for the
period between the (k-n) and the kth sample times.
This is merely a statement of what samples of
the input exist in the delay line at the time just
following the acquisition of the kth sample. The
N pervious samples are present in the line with
the (k-n)th sample residing at the nth tap. There-
fore, the signal at any given tap is given by the
{k-n) vaiue of the input times the value of the nth
tap weight, The output for any given sample
time is given by the summation of vutputs from
all the individual taps, which yields the following
expression relating the output, the input, and the
tap-weight function:

N-1

Y(k) = 4___0( {n) X {(k-n)

n=0 {1n

This expression is referred to as the ‘convolutional
summation and can be shown to be the discrete-
time or sampled-data equivalent to the convolution
integral of linear system theory.

A further analogy to linear systems theory can be
made by identifying the tap weight function as the
impuse response of our sampled-data system,
This may be demonstrated by entering a single
non~-zero sample into the TAD. and observing the
output, Referring to the mathematical expres-
gion for the output, it is apparent that for each
value of k an output appears from only one tap,
since only a single non-zero sample exists in the
line. Therefore, .as this single sample is clacked
through the line the output will be a sequence
representing the tap-weight function, lLence the
impulse response of the sampled-data system.

So far it has been shown that the tapped analog
delay can perform the function of correlation

and that its system function is in reality a discrete-
time convolution of a sequence representing a
repetitive sampling of a continuous-time input
signal and a sequence represented by the tap-weight
function. This is consistient since for even
functions correlation and convolution are
equivalent.

The tep weight functions discussed so far have
been simple bivalued functions so that an in-
tuitive feel could be developed for the actual
processes that were taking place in the system,
Although binary sequence and p-n sequence cor-
relators are often employed, their realization
by digital hardware becomes prohibitive when




increased accuracy is desired, due to the power
and size requirements. The tapped analeg delay
line in a single device allows analog accuracies

in excess of seven bits of binary accuracy to be
obtained with simple resistive loading of the taps.
This capability immediately suggests the realiz-
ation of an analog correlator with impulse response
matched to a given signal; this realization is
normally referred to as a matched filter,

4,2 THE TAD AS A MATCHED FILTER

The matched filter {8 a concept that finds exten-
sive applications in all signal processing, in
particular in the area of spread spectrum com-
munications and radar. A filter is said to be
matched to a particular desired signal if its im-
pulse response is a time reversed replica of that
signal. We have previously discussed this type
of operation when deriving the mathematical ex-
pression for the output from the tapped analog
delay., The above definition of a matched filter
was {or the time-domain and since it is a con-
volutional process, we know that in the frequency
domain a multiplication is taking place between
the two frequency functions, i,e., the spectrum
of the input signal times the spectrum of the tap-
weight function. Therefore, one would expect the
real value to be a maximum when the two fre-
quency functions are conjugate functiohs, This
then says thal the impulse response should be the
Fourier Transform of the conjugate spectrum of
the frequency function being sought, This is
analogous to the familiar property that maximum
power transfer occurs for a conjugate matched
load.

To further appreciate the matched filter, let us
consider the example depicted in Figure 7. The
input to the TAD is a linear frequency chirp, As
depicted in Part A, Figure 7, the chirp starts
with a low frequency and ends with a high fre-
quency. Part B shows the successive samples of
the chirp which exist in the TAD at the time just
following the acquisition of the last sam%)le. We
see that the first sample exists in the N h stage
of the TAD and the second sample exists in the
N-1 stage, ete. It is obvious from the descrip-
tion that in order to match the chirp of the input
signal it would require the tap weight function to
be the time reversal of the input function,

Much more could be said about matched filters,
their design, and their application, but the con-
cept of matching the time reversed impulse
response to obtain an ideal correlation is the
important concept to remember,

Another important concept that should be rem-
embered with respect to transversal filters is

that the frequency domain representation is the
Fourier Transform of the impulse response, This
suggests the possibility of realizing a variety of
filter responses by simply tailoring a tap weight
function appropriately. This, in fact, is true

and leads to the discussion of the realization of
what is referred te as finite~impulse response
filters.

4,3 THE TAD AS A FINITE IMPULSE RESPONSE
FILTER

The next question to be addressed is, what
techniques are used to select a tap weight function
that will result in a desired filter characteristic,
There are numerous detailed treatments of this
subject in the literature. The discussion to be
presented here will be heuristic rather than
rigorous, The objective is to help ithe potential
user of the TAD-32 develop an insight to the per-
formance of finite impulse response transversal
filters.

One excellent way to develop insight into the inter-
action of tap weights on {ilter performance is to
implement a TAD-32 with a potentiometer for
each tap. It is possible to simultaneously observe
both the impulse response and.the spectral re-
sponse while varying the tap weights,

Let us begin the discussion of how to select a tap
weight function by cxamining the responses
obtained from several rather simple tap weight
functions., Figure 8 shows three tap weight
functions: a. all taps given the same value, b.
sn alternating sequence of plus and minus Valucs,
each value separated by a zero and, ¢. an alter-
nating sequence of pairs, each pair separated by
a pair of zeros. The tap weight function shown in
Figure 8 is a rectangle of width

N/fg, where N is the number of taps, f is the
sampling frequency, ‘and 1/{g is the time between
taps. A rectangular pulse hag a familiar Fourler
Transfer as shown in Part D of the figure. As one
might have anticipated, this rather simple tap-
weight function leaves much to be desired as a
filter. This will be rectified in a later section.
For the time being, let us try to develop an ap-’
preciation for the overall concept before tackling
the details.

Let us now look at the alternating sequences of
Parts B and C. The dotted lines show the sin-
usoidal inputs that would most nearly correlate
with these tap weight functions. As one might
have anticipated, these latter two tap weight
functions have each produced a bandpass charac-
teristic, however, at different frequencies.
These are shown in Parts E and F, The result-
ing filier responses, however, maintain the




8in z/x characteristic obtained from Part A,
where all taps had the same value.

Let us assume that Sequence B wag obtained
from Sequence A by the multiplication of
Sequence A by Sequence B, i.e., tap 15 X 1,
tap 2, X tap 2, , etc. Multiplication in the time
domain infers convolution of frequency functions.
We know that the frequency function for the
rectangular window of A is a sin x/x function and
we gaw that a definite correlation exists for a
particular frequency for Sequence B,

A pingle frequency in time domain appears as a
delta function at that frequency in the frequency
domain, hence a convolution between a delta
function at f, and any other function is a shifted
versjon of that function centered at {5, We should,
therefore, not be surprised that both of the band-
pass responses have the same shape as the low
pass translated to a higher center frequency,

Let us recall from the above discussion of match-
ed filters that the impulse response of the filter,
i.e., the tap-weight function, is the Fourier
transform of the spectral response of the filter.
Suppose we wish to design a low pass filter,
Figure 9a shows the desired frequency response.
The Fouricr transform is shown in Figure 8b.
Since we have only a finite number of taps it is
necesgary that we truncate the time function,
choosing (N-1)/2 values on each side of zero,
Choosing the tap weight functions-to be an even
function assures that the filter will be linear
phase. It is, therefore, necessary for the tap
welght function to be symmetrical around the
center tap. The bandwidth of the filter is the
reciprocal of the equivalent time separation be-
tween the center of the tap weight function and

the first zero crossing of the tap weight function.
It is usually desirable to try to make the impulse
duration as long as possible, This infers that

the sample rate for a filter should be as near the
Nyquist rate, i.e,, the maximum information
frequency, as is possible and still be able to
realize the desired filter shape. For example,

if the choice is between using three zero cross-
ings and four zero crossings of the sin x/x to re-
alize the same bandwidth filter, one would realize
a longer impulse duration using four zero cross-
ings, thus giving the best ratio of stopband to
passband rejection, even though the size of the
taps between the third and fourth zero crossing
are quite simall and contribute little to the re-
sulting output. This results because for the same
cutoff frequency, it would necessitate different
sampling rates; therefore, four ze ro crossings
would have the lower sampling rate, thus a longer
impulse duration for the same number of taps.
The tap weights for a 31-tap low pass {ilter are

obtalned from the following expression:
sin I (n - B2

()= -
Tm-R) @)

where: n is the tap number starting at the tap
nearest the input and progressing to the
output end.
N is the total number of taps being used.
A is the number of zero crossings cach
side of center,

)

(n-

Figure 10 shows the resulting frequency response
for the unwindowed filter, This is not exactly
what we had in mind.

It is apparent thal to improve the characteristics
of these filters it is necessary to somehow dis-
guise the fact that tap-weight function is finite,
The effects of truncation are a result of approxi-
mating a function which exists for all time, by a
finite number of terms. For example, the [Fourier
series of a square wave has an infinite number of
terms; however, a square wave may be approxi-
mated quite closely using only a finite number of
these terms, However, when only a [inite number
of frequency terms are used, oscillations will
ocecur at discontinuities in the time function. The
converse is also true, i.e., if only a finite num-
ber of time samnples are used to approximalte a
frequency response. This phenomena leads
directly to the discuasion of window functions.

The process of terminating a series after a finite
number of terms can be thought of a multiplying
the finite length impulse response by a finite
width window function. In a sense, the window
function determines how much of the original im-
pulse response is actually seen, so the term
window is quite descriptive. [n the case where
the series is abruptly terminated without modific-
ation of coefficients, the window function is said
to be rectangular. The rectangular window funct-
ion can be considered as a source of the oscillat-
ions as demonstrated in the previous example.
Since it is necessary to terminate the series with
a finite number of terms, the question ariscs
whether therc might be a better window function
for this purpose. It is posgsible to gain some in-
sight into this concept by considering again tho
terminated series to be represented as a product
of an infinite length impuise responsce and o
window function. -Since multiplication in the time
domain corresponds to convolution in the frequency
domain, the actual frequency response may be con-
sidered as a convolution of the desired frequency
response and the frequency response of the
window function, It has already been seen that

a rectangular window function produces a rather



poor filter, There exist numercus other'posgsible
window functions that minimize some of the dif-
ficulties encountered with the rectangular function,
In order for the spectrum of the window function
to have minimal effect on the desired amplitude
response when the two functions are convolved,

it is necessary that the window spectrum approx-
imate an impulse response. Obviously, an ideal
impulse spectrum is impossible since this would
require an infinitely long window. In general,

the spectrum of a window function consists of a
main lobe representing the middle of the spectrum
and various side lobes located on either side of
the main lobe. It ig desired that the window
functions satisfy the two criteria: that the main
lobe should be as narrow as possible, and that
the maximum side lobes should be as small as
possible relative to the main lobe. It turns out
that both of these criteria cannot be simultaneous-
ly optimized, sc that most usable window functions
represent a compromise between these two
factors, A window function in which minimization
of side lobe width is the primary objective would
tend to have a sharper cutoff but might suffer from
some oscillations in the passband and significant
ripple in the stopband, Conversely, a window
function in which minimization of the side lobe
level is the primary objective would tend to have
a smooth amplitude response and very low ripple
in the stopband, The sharpness of the cutoff
might not be as great. Table 1 shows a compar-
ison of some of the more generally used window
functions. For work with the TAD-32, it has
been found that the Hamming window function is
one of the easiest to apply and gives very good
results, If we now return to our previous ex-~
ample, where we chose the 8in %/x impulse re-
sponse, and we multiply that impulse response

by a Hamming window,

]
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The resulting spectral response is shown in
Figure 10as the windowed filter response. A
marked improvement in the side lobe rejection
is quite apparent as well as a very steep fall-off,
Cut-off edges in the neighborhood of 80-100 dB3
per octave are not uncommon with a 32-tap trans-
versal filter. This same characteristic may be
translated to a higher frequency by multiplying
the terms by the appropriate sequence, as shown
in the previous example of Figure 8, thus form-
ing bandpass filters at whatever frequency one
wishes to center the filter. T'uthermore, since
the characteristics are all dependent on the
clock or the sample rate, it is possible to shift
characteristics; shifting either the band edge or
the center frequency of a bandpass merely by
changing the sampling frequency. This provides
flexibility not normally available from a filter.

5. CONSLUSION

The TAD-32 offers a means by which the theory
that has been developed for digital filtcrs and
digital processing can be implemented directly

in analog form without the need for anziog lo
digital conversion. Thus, the advantages of
digital signal processing can be combined with the
speed and simplicity of analog cireuitry.

It is especially well suited for realization of a
wide variety of filters including low pass, band’
pass, matched, linear phase, as well as program-
mable and time multiplexed filters. In addition

to its technical advantages it offers a cost
effective way of implementing these functions,
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IMPLEMENTATION OF DISCRETE-TIME ANALOG FILTER AND PROCESSING SYSTEMS
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ABSTRACT

Sophisticated filter or processing systems
may be built up from devices which detay sam-
pled analog signals by multiple successive dis-
crete-time periocds, Thus, with the recent
introduction of high-performance discrete-time
sampled analog data devices, practical realiza-
tions are possible for a wide variety of discrete-
‘time filters and processors.

A new integrated-circuit device, desig-
nated TAD-32, has 32 successive delay taps,
each separated from the next by one sample
period, Provision is also made for uninterrupted
extenslon to a sequence of devices so that multi-

' gection processors with tap sequences of arbi-
trary length may be used, The usable dynamic
range normally exceeds 60db and usable storage

- time up to hundreds of miliiseconds is possible,
The design techniques are reviewed, but empha-
sis is placed on the experimental results ob-
tained for low pass and bandpass filters using
various weighting criteria, Oscillograms and

_spectra are shown for transversal filters for uni-
form and for sin x/x tap weighting and for the
above with Hamming windows. Swept response
oscillograms are shown for Butterworth and for
elliptic recursive filters.

INTRODUCTION

Until recently, signal processing involv-
ing successive time delays was implemented
either by use of physical analog delay elements,
such as acoustic or electric transmission-line
delay elements, or by conversion to digital for-
mat for processing, then reconverting the pro-~
cessed resulis to an analog output, Wholly
analog systems are cumbersome, expensive,
and sensitive to environmental factors. On the
other hand, conversion to wholly digital format
is often unnecessary and penalizes the system
. in terms of cost, complexity, speed, and power.

A very attractive alternative is discrete-~
time processing of analog samples, Time is
gquantized, but relative amplitudes are preserved,
Delay is accomplished by transferring samples
from cell to cell in shift-register fashion, while
preserving relative amplitudes. Discrete-time

-]~

systems combine many of the best features of
both digital and analog systems: the high speed
and freedom from quantization effects of analog
systems are combined with the time precision
and flexibility of digital systems.

Tapped delay elements have applicability
to a very wide range of processing functions,
Two particular examples are FIR and IIR filters.
FIR filters are those having finite impulse re-
sponse; IIR filters are those having infinite
impulse response. These two classes of filters
are readily implemented with a Tapped Analog
Delay (TAD). Such a device is the TAD-32, a
new state-of-the—-art bucket-brigade type of in-
tegrated tapped delay, A schematic circuit of
the device is shown in Figure A. Information is
read into the initial storage capacitor once per
clock cycle during the period while #) is at its
high (positive) level, When §#; drops, the sam-
ple value i3 frozen and the simultaneous rise of
@2 permits exchange of charge with the first
tap-1 node, and similarly for other first nodes
of the various taps. The sample values thus
appear at the various nodes when f#y rises.
When @, falls and §; rises, the charge state of
each first node of a pair transfers to the second
node of the pair for each tap, thus maintaining
the output value for both halves of the clock
period., The resulting output is designated full-
wave (or fuli-period) output. Further, there is
one sample time delay between-the samples as
they appear at the successive taps. The last
node also supplies a feed-forward tap at the
proper time to provide the set-up signal for an-
other, series-connected TAD-32, so that mul-
tiple-section processors with more than 32 taps
can be implemented, Clocking of the second
device must be synchronous with the first, 1,e,
#1a = f1p. etc.

The device is capable of sampling at rates
from 100 Hz to more than 5 MHz. This capabil-
{ty permits the translation in frequency of a
given filter characteristic over a range of more
than four decades simply by varying the clock
rate, Simple two-phase complementary square-
wave clock waveforms, of amplitude in the
range 12 to 15 volts, are required to drive the
device. These are positive waveforms, thus
providing positive output with reference to




ground at each tap. No additional filtering ls
requlred at tap outputs hefore summing the de-
sired {weighted) values. The summing ampli~
fiers can provide the summing and filtering
functions. A further general treatment of the
device 1s given by Gene Wecklerl and treatment
of these analog delay circuits in various other
processing forms may be found in a companion
paper, this sessionZ,

FINITE IMPULSE RESPONSE (FIR} PROCESSOR

The Tapped Analog Delay is the basic
building block of the transversal (FIR) filter.
The transversal filter represents the most effec-
tive application of charge-transfer devices to
sampled-data signal processing, The signals
that appear at each tap of the TAD are weighted
and summed. The ability to control externally
the weight of each tap allows the user to design
a wide variety of filter functions all based on
the same basic component.

The general state diagram of a FIR filter or
processor is shown in Figure 1, Each tap is
welghted and their outputs then summed to give
the filter output., The simultaneous availability’
of all signal taps enhances the processing gain
by up to 20 log ¥ N db, where N is the number
of available taps. This FIR type of filter is
described in general terms in the companion pa-
per, Itis to be noted that we use the term
“filter" in its broad sense inasmuch as correla-
tion, convolution, and other such processes are
a form of filtering., The FIR filter is uncondi-
tionally stable: the Z-plane contains only zeros
(outside of the origin), no feedback is involved,
and the influence of any signal segment i{s com-
pletely limited to times less than or equal to the
maximum delay time of that segment; thereafter
1t passes out of the system and is lost. The
general impulse response is as in Figure 2,
where tap welghts are given by the a;, However,
as Gene Weckler states in Reference 1, the
limited or truncated impulse response of such a
finite~duration device means that compromises
must be made in the design. These compromises
affect primarily the roll-off rate and the relative
loss outside of the passband.

The simplest FIR filter has uniform weight-
ing of all of the taps (the a; of Figures 1 and 2 .
all are of unit amplitude}, To show the impulse
. response, let a single pulse (sample) of unit
amplitude be input, Later and earlier inputs are
all zero. This pulse appears once only at any
one tap; it then moves to the next successive

tap where it again appears for one sample period,
It moves in this manner until it appears at the
last (Nth) tap, and then moves out of the system
and is lost. The lowpass impulse response,
which is the sum of all of the weighted tap out-
puts, Is, thus, of uniform amplitude but limited
by a rectangular "window" of width NT time
perlods, where N i{s the number of taps and T is
the period separating the taps. This response
is illustrated in Figure 3, The corresponding
frequency response of this filter is easily found.
It has a (1/N) (sin @w N/2)/(sin & /2} ampli-
tude term (which for the range of N involved can
be approximated by (gin w N/2}/(wN/2)) and a

linear-phase term exp {-j{(N-1)w/2) which ac-

counts for the delay through the syatem, Fig-
ure 4 shows the spectrum amplitude for this
equal tap weighting, with a 300-Hz analysis
bandwidth, The narrow bump at the origin is a
combination of the zero-frequency response of
the spectrum analyzer and a residual odd-even
unbalance of the TAD-32, and is to be ignored,
The nulls are partially masked by the relatively
broad analysis bandwidth, A different spectrum
analyzer, having a 3-Hz bandwidth, shows the
null depth to be at least 60db, as shown by
Figure 5. Note that, to show capability, this
particular spectrum was taken with a 5-MHz
filter sample rate! All other FIR-filter spectra
were obtained under conditions of an approxi-
mate 130-KHz sample rate.

The finite width and abrupt termination of
the rectangular "window" of the impulse re-
sponse (Figure 3) causes the broad high-ampli-
tude side lobes of the spectrum of Figures 4
and 5, The key to practical design of discrete-
time transversal (FIR) filters lies in making the
appropriate compromises to bridge the gap be-
tween the ideal and the attainable, and to do it
in some optimum sense. One such compromise
is Hamming-window tapering of the tap weights
to give balanced controt over the rate of tran-
sition between pass and stop bands and of stop-
band attenuation. An entirely analogous expe-
rience is the tapering of the illumination of an
antenna reflector to control side lobes. For a
window, the ideal, infinitely extended series
of tap wetghts are multiplied by the appropriate
Hamming factors, which terminate. The resul-
tant calculated factors for “"correcting" Figure 3
are shown by the oscilloscope overlay of Fig-
ure 6, Corresponding weights (resistance
values) for the TAD-32 were then calculated
and adjusted to one percent, The impulse re-
sponse of the system was then observed, and
slight trimming of the more significant weights




made to make the actuai impulse response match
the calculated response. This adjustment is
very simple, almost noninteracting, and takes
into account the nonzero output impedances of
the buffers, as well as any slight lrregularities
in gain, etc.

The oscillogram of Figure 7 shows the ac-
tual measured impulse response, after trimming,
and Figures 8 and 9 show the corresponding
spectrum. There is a residual uncertainty in
values of the order of one percent; with 32 taps,
this one percent uncertainty leads to a maximum
stop-band attenuation of the order of 40db or
lesss. Figure 8 shows close~in stop-bhand at-
tenuation of approximately 37 db or more. Fig-
ure 9 is an extended spectrum showing the first
multiple response centered about the sampling
frequency. Other responses center about inte-
ger multiples of the sampling frequency. Of
interest in the spectrum is the rounded top of

the passband. We will return to this point later

The time-domain and frequency-domain
pairs shown in Figures 3-5 and 7-9 are exam-
. ples of a general relationship between these two
domains. That relationship is given by Fourier-
transform pairs in the continuous domain, and
by Z-transform pairs in the discrete-time domain.

To turn the problem backwards, suppose
we desire a rectangular filter passband and
start from that passband to determine its im-
pulse response., We then find an impulse (time)
response that has a sin x/x form which extends
over all time, although with diminishing am-
plitude,as x —» @0 . The infinite time exten-
sion shows the practical Impossibility of ob-
taining "ideal" rectangular passhands, Such an
idea!l is particularly elusive when the number of
taps must be limited, Simple truncation of the
"ideal" welghting is not optimum, However,
let us once again modify the weighting by
Hamming window factors so as to give a more
tractable span of taps., Calculated impulse re-
sponse, after such Hamming modification, are
given as overlays in Figures 10 and 11 which
show two different widths of the basic sin x/X
response. The Hamming window is related to
the number of taps and so constant, For the
wide window of Figure 10, there are 16 sample
times between the first sin x/% zero crossings;
for the narrow window of Figure 11, there are
only 8 sample times between the corresponding
points, As before, calculated resistance values
for the tap welghts are trimmed to match the cal-
culated impulse response., The corresponding

measured impulse responses are shown in Fig-
ures 12 and 13, The performance of these win-
dowed flilters is shown in the spectra of Figures
14 and 15 for the wide window and Figures 16
and 17 for the narrow window,. As before, these
spectra show the passband and transition regions
on an expanded scale to show detail (Figures 14
and 16) and then the wheole spectrum ohserved
out far encugh to include the response around
the sample frequency {Figures 15 and 17)., Two
features are particularly to be noticed: 1) a
narrow impulse response corresponds to a wider
frequency response, and 2) the attempt to match
the ideal sin %x/x% impulse response, as opposed
to the rectangular impulise response, gives rise
to a much flatter passband in Figures 14 and 16
than was exhibited in the passband response of
Figure 8,

So far, discussion has centered on the low-
pass filter. A simple form of bandpass filter was
chosen as illustrative of performance., To make
the bandpass filter, pairs of taps were given
alternate positive and negative welghts; two
positive followed by two negative, etc, Over-
all, the Hamming tapering was applied, The
calculated impulse-response overlay is shown
in Figure 18, and the actual response in Fig-
ure 19, Spectra, narrow scan and wide scan as
before, are shown in Figures 20, 21 and 22,
Figure 21 is a biowup of the central portion of
Figure 20, In Figure 22, the narrow left peak is
the spectrum analyzer's zero response, next
comes the bandpass response, and the next
three major peaks are, in order, the lower side~
band, the sampling-rate carrier, and the upper
sideband responses,

INFINITE IMPULSE RESPONSE _(IIR) PROCESSORS

The state diagram for a general second-~
order recursive (IIR) filter processor is as in
Filgure 23, Filters of any order may be con-
structed; a second-order design is chosen as
example, It is to be noted that, in general, im-
plementation is possible using feedback loops,
feedforward loops, a few delay elements, and
the requisite weighting and summing functions,
As in the transversal filters, multiplication is
largely accomplished by selecting values of
weighting resistors; addition is implemented
easily by means of operational-amptifier sum-
mers, and throughout, amplitude remain as
discrete {sampled) analog values which are held
between sample times. Time Is precisely quan-~
tized, with intervals determined by the sample
frequency.




Because the recursive filter involves feed-
back, with near unity loop gain, precision and
stable performance of the filter elements are of
considerably greater importance, and aberra-
 tions are more damaging than in the comparable
transversal filter, Further, because of the in-
finite extension of the impulse response, filter
design differs considerably and filters may be
constructed to have fewer elements and smaller
overall time delay than for FIR filters., The
cholce of type and method of implementation of
the filter, whether transversal or recursive, de-
pends on the particular situation and the de-~
signer's engineering judgment and experience,

The TAD~32, while primarily designed to
fit the needs of transversal filters, is also
adaptable to use as the delay sections for re-
cursive filters, It has a transmission factor,
fnput to each tap output, that is near unity and
primarily determined by a capacitance ratio. It
thus has the requisite stability for [IR config-
urations. The multiple taps also give great
flexibility to possgible filter design, An ex-
perimental, flexible, second-order recursive fil-
ter was set up to show the general performance,
Arrangements were such as to permit generation
of a second-order Butterworth or of a second-
order Chebyshev type of reSpcmse4 . A schematic
diagram, showing the means of obtaining the
pole pairs, is shown in block form in Figure 24
and in more detail in Figure 25.

A curious peoint arises with the recursive
filter that is not met in the transversal filter,
An analog input may be sampled properly by the
device, and all internal combinations occur
correctly, but there usually is also a direct
{analog) path between the input and output (See
Figure 23) that may permit between-sample
analog values to change the output and so cause
a type of quantizing error, It is thus evident
that a sample-and-hold device optimally should
be used, either at the input before the first
summing peint, or at the output after the last
summing peint. When used before the first sum-
ming point, the sample slice must be taken just
after the sample has been selected by the TAD
delay element, in order to insure proper delay,
timing, and minimum disturbance. When the
sample-and-hold is used after the output sum-
ming point, its sampling slice must be takeh
just before the end of a full clock period, after
all data have settled. That is, when connected
at the output, the §/H's sampler slice must
occur Just before the TAD freezes data; when
connected at the input, the §/H's sampler slice

must occur just after the TAD freezes data, In
this way the analog input signal samples used
are those values which occur at the proper point
in fime, and overall performance and accuracy
is maximized,

In the circuits of Figures 24 and 25, a
sample-and-hold was interposed in the output
channel, In this location it has the added ad-
vantages that data have settled for the max-
imum time possible before reading, and further,
that the maximum discrimination against clock-
ing transients is obtained. The sampler slice
was triggered by the @) clock edge to give the
desired timing, as discussed above. Although
the TAD-32's output taps arise from internal
source followers, additional buffer emitter-
followers were used externally to avoid any re-
action from adjustment of the tap weights,

The swept frequency response of the fil-
ters is indicated in Figures 26~31, A maxi-
mally-flat (Butterworth) two-pole bandpass re-
sponse is shown In Figures 26 and 27, Only
the first two taps of the TAD-32 were used.
Sampling frequency is 300KHz to give maximum
passband response near 450KHz, Qualitatively,
the major feedback path is that from the first
tap, giving an interface null near zero and in-
teger multiples of the sampling frequency, and
reinforcement {maximum response) for frequen-
cies near odd multiples of half the sampling
frequency. Figure 26 shows a frequency scan
from 0 to 2 MHz to illustrate the multiple re-
sponses, Figure 27 shows the vicinity of
450KHez, illustrating the flat-tapped bandpass,

A different Bufferworth filter is illustrated
in Figures 28-30, For this filter, tap 6 and
tap 12 were selected, with the result that min-
ima occur at even multiples of fgample/12, and
bandpass responses at odd multiples of fsam-
ple/12, Figure 28 shows the full frequency
span out to the 900 KHz sampling frequency,
Figure 29 shows the scan reduced to 450KHz,
and in Figure 30 the frequency sweep is reduced
to approximately 80 KHz centered about 75 KHz
to show the first of the bandpass responses in
more detail, Pigure 31 is the response of the
same filter as Figure 30, except the welighting
values have been readjustedtogive a Chebyshev
or elliptic response In place of the maximally
ftat cholce, ’ -

Operational-amplifier and circuit phase
shifts are evident in their effects on pass~band
response flatness, and particularly noticeable




in Plgure 28 at the higher-frequency maxima,
This effect underscores the critical nature of
the balance in the recursive filter.

however, device stability ls such that [IR
(recursive) filters may likewlse be implemented
to take advantage of the longer-duration impuise
responses possible and also to take advantage

In the recursive-filter examples, taps at of the shorter group delay possible.

KT and 2KT were chosen; other possibilities
exist, in general, but require more complicated
calculations to preselect desired weighting and
are not as intuitively understandable as an ii-
lustration. Tor example, let a pair of adjacent
taps, say at 16T and 17T, be fed back with
equal weight, out of phase at zero signal fre-
quency. Each will contribute to a maximum re-
sponse near fsample/(2 x 16-1/2). The re-
sponse may be double peaked with a great deal
of regeneration, or flattened to the desired
extent by decreasing regeneration,

CONGCLUSIONS

Bucket-brigade tapped analog delay lines
are practical and economical discrete-time fil-
ter components, Tap weighting may be readily
adjusted, either internally as part of the in-
tegrated-circuit design, or extemally by means
of welghting resistors, all with good stability,
Filter performance ultimately becomes largely
dependent on the precision with which tap
weights may be adjusted. A single integrated
circuit permits filters with passband to stop-
band ratios in excess of 35db.

PIR {Trans rersal) filters are most readily

implemented and give maximum processing gain;
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an oscilloscope overlay.
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modified by Hamming window,
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Fig. 11 Oscilloscope overlay for Hamming-
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ABSTRACT

A new large-scale Integrated circuitde=
vice is discussed which may perform binary-
analog correlation among other discrete-time
analog signal grocessing functions,

The Binary Analog Correlator designated
BAC-32, consists of a 32-stage tapped bucket-
brigade delay line. The individual tapped
analog samples are steered to either of two
lines by switches which are controlied by the
binary content of a static shift register. The
possibility of entering and storing various pat-
tems on the static shift register aliows complex
operations of the binary pattern on the analoy
voltage samples.

The function of the device is described.
Its capability to perform various mathematical
operations like convolution and correlation is
explained and demonstrated. Various appiica-
tions such as filtering, correlation, decoding,
and chirp detection are shown.

INTRODUCTION

Advances in large-scale integrated circuit
technology made it possible to create devices
with signal-processing capabilities. These de-
vices may perform tasks traditionally done by
digital signal-processing algorithms in digital
computers in such diverse areas as biomedical
engineering, acoustics, sonar, radar, seismoi-
ogy, speech communication, data communica-
tion, nuclear science, image processing, and
many others.

A new discrete-time analog device referred
to as Binary Analog Correlator (BAC) will be de-
scribed. This device is designed to perform
correlation or convolution between an analog sig
nal and a programmable binary function. The
operation of the BAC duplicates the complex
signal-processing task normally done by digital
computers requiring D/A conversion, memory, a
multitude of multiplications and D/A conversion
and reduces it to a sequence of sample, store,
shift, and multiply operations - all done on one
chip, Discrete~time samples of the analog sig-
nal are shifted into an analog shifl register at

a clock rate of fo]. After every clock period
the temporarily stored analog samples are mul-~
tiplied with a binary pattern residing in a static
shift reqgister. The feature that the binary pat-
tern in the static shift register may be altered
by shifting a new pattern [nto it makes this
device extremely versatile,

It may be used In applications requiring
correlation, convolution, code generation, de-
coding, filtering, or other types of signal pro-
cessing where an analog signal operates on a
variable binary pattern or where two continuous
signals - one analog, the other binary - operate
on each other.

GENERAL DESCRIPTION

The BAC-32 is a 32-stage charge-transfer
storage device. The architecture is that of a
tapped charge~transfer analog delay line in
which each stage of the delay line has a pair of
taps. These taps have switches in series with
them which are controlled by the true and com-
plement outputs of a statlc digital shift register.
Thus, by loading a binary word into the static
shift register, it will select the taps which are
connected to two output lines; a zero at a shift-
register cell will connect a tap to one cuiput
line, a 1 will connect a tap from the same stage
to the other output line, thus providing the
ability to do p-n correlation,

The analog Input signal is sampled and the
samples are moved into charge-iransfer delay-
line device, Sampling rates in the range from
SKHz to 10 MHz are possible with this device.
That means that an analog signal may be sam-
pled at 10 MHz and may be transferred sequen-
tially through the charge~transfer device, A
given sampie point on the analog signal will
sequentlally pass each tap as the signal moves
past the taps. The cuiput of the device will be
the summed products of the signal values and
the assigned binary weights and will be an in-
dication of how well the analog signal correlates
with the binary bit pattern placed in the static
shift register. The static shift register may be
rapidly reprogrammed; that is to say, a new word
may be loaded into the static shift register at
meaacycle rates, Therefore, one can perlodically




update the binary correlation code against which
the analog signial is correlated, The outputs
should be summed into a very low {mpedance or
a virtual ground., Depending on the processing,
one may want to use the two outputs individu-
ally or may want to take the difference between
the two,

The analog delay line requires a two phase
complementary square-wave clock. A sample
ig taken on each transition of this ciock., The
clock amplitude should be +15 volts with refer-
ence to ground, The static shift register re-
quires a single TTL-level timing pulse to cause
it to shift one stage. Data input to the static
register is also at a TTL level. A shift-register
output tap is provided to enable observation of
the binary paitern previously stored.

The delay line characteristic of this device
can be modeled by the series of sample-and-
hold {S/H) circuits shown in Figure 1. Two-
phase sampling is shown where the even
numbered S/H's sample when the g3 switches
are closed and the odd numbered S/H's sample
when the @] switches are closed, As a result,
each input sample is sequentially moved from a
civen S/H to the adjacent S/H on each clock
transition, For a particuiar input sample to
reach the output of the fifth §/H requires five
clock transitions, and for that same sample to
reach the eleventh 8/H requires six more clock
transitions. In CTD terminology, each §/H is
called a stage, and a given sample of informa-
tion remains in a stage for one sample time, If

read out to obtain a delayed replica of the input
signal, In sampled-data systems the delay be-

_tween the taps Is inversely proportional to the

sampling frequency, thus providing flexibility
and stability not available with a continuous
time system. The sampled-data system has the
flexibility of a digital system without the com-
plexity, cost or power consumption,

The equivaleint circult of the left position
of the BAC=-32 is shown in Figure 2 in more
detail. Samples are set up on the Initial storage
node during the period while the g clock wave-
form is at its high (positive) level. When g,
drops, the sample value is frozen and the simul-~
taneous rise of Hg permits exchange of charge
with the tapped node of stage 1; similarly for
other tapped nodes., The sample values thus
first appear at the various tapped nodes when
#2 falls and &, rises, the charge state is trans-
ferred to the non-tapped node of each stage
and the tapped nodes are emptied. In order to
avoid that the cutput signal carries no informa-
tion while the £y clock waveform is low, another
complete set of BBD shift register, source fol-
lowers, and tap switches controlled by the same
static shift register is integrated on the same
chip., At the other BBD shift register the clocks
are interchanged causing the input waveform
sample to be frozen when £2 drops.

Thus, since additional sample values
appear at the tapped nodes of the second BBD
while ,B’z 1s low, a full wave (or fuli pericd) out-
put is generated by Internally tying the + lines

desired, any stage could be non-destructively {and - lines) of both BBD's together, By this
A
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Fig. 1 A Binary Analog Correlator made with sample-and-holds
and tapped-switches controlled by a static shift register.
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scheme we not only achieve full-wave output,
but also a sample frequency twice that of the
clock frequency, since at every clock transi-
tion a sample is taken. Clocking of the second
device must be synchronous with the first,

- glA =H].B'

Multiplication of the analog signal stored
in the various stages with the binary pattern
stored in the static shift register (SSR) is ac-
complished by either opening or closing the tap
switches in Figures 1 and 2, Let us define the
tap switch to be "open" when the static shift
register stage controlling the switch contains a
"0" and when the connection between the BBD
stage and the + line is broken. In this case no
current contribution on the + line is made by
the analog sample of the corresponding BBD
stage. The - line, however, receives acurrent
proportional to the analog voltage sample. 1f

the respective static shift register stage is in
the "1" state, the + line receives a current
proportional to the voltage sample. Depending
on the status of the SSR, the resulting current
on the + line will be proportional to the sum of
the currents emanating from the BBD stage
corresponding to the SSR stages containing a
1l1ll‘

Conversion from a binary-analog correlator
to an analog-analog correlator may be achieved,
by operating several BAC's in parallel. In this
case the analog signal inputs of the BBD's are
tied together and the various SSR's may be
loaded by the digital pattern obtained from the
other analog signal by A/D conversion, When
properly weighting and summing the various out-
puts, the final output waveform will correspond
to the correlation of the two analog signals.



RELATIVE
WEIGHT

Hin} SEQUENCE
STORED IN 1
STATIC SHIFT
REGISTER

SWITCH # O

RELATIVE
WEIGHY

(I

BPUT SEQUENCE
X(n} AS FUNCTION
OF CLOCK
PERIOD

CLOCK PERIOD # Q 7

RELATIVE
WEGHT

25}

20T
QUTPUT
SEQUENCE

Y[k} 5+

[4] 15

CLOCK PERIOD ‘0

Fia. 3

“ CONVOLUTION

The basic operations that can be per-
formed with the Binary Analog Correlator is that
of convolution and correlation.,
sider the convolution of two-valued (bi-phase)
sequences as depicted in Figure 3. To start off,
we consider the output on the + line only. Se-
quence H(n} is used as a program word for the
switches, i,e., "1 in the sequence repre-
sents a closed switch, while a2 "0" represents
an open switch., Sequence X(n) shown in the
time domain in Figure 3 is sampled into the
charge transfer delay line, The sample rate
must, of course, be selected so that the delay
through the line equals the period of the se-
quence, i.e., the sample rate must egual the
data rate in the sequence. The output signal
may be regarded as a super-position of consec-
utive delayed samples of Hi{n}, where the
welghting is determined by the ,height
of the samples X(n}. Figure 4 shows the win-
dow function, the signai and convolution of
both, experimentally obtained with the BAC.

a

23

Let us first con-

3l 3

Convolution of two-vaiued {bi-phase} segquences

Imbulse

Impulse
Response

Input

Cutput

Photo of window function (impulse
response), input function and their
convolution experimentally obtained
with the Binary Analog Correlator

Fig. 4

The process of convelution is betier
understood by considering Figure 5. The various
components of the SSR sequence H{n) are desig-
nated H{0), H(1) ..... H(31}. The input se-
gquence X{n), represented in the time domain in
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Fig. 5§ Demonsgtration of the convolution operation
{The output resulting from the convolution
operation is given in Fig. 3)

Figure 3, is flipped around in Figure 5. Here it The output at clock period #k may be ex-
may be viewed as a geometrical sequence which pressed in a short form by using the summation
is siid past the window fun(_:tion H(n) in steps - sign, resulting in:
one position at every clock pgriod.
In the example shown, there {s an overlap Y{k) = ; H(n} X(k-n} n
of sample X(0} and H{0) at clock period #0, caus- = _
ing X(0) to appear at the output since H{0) = 1, n=
At clock period #2, X(1) and X({0) overlap with
H{0) and H{1), respectively. Thus, X(1) H(0) + This expressionlis referred to as the con-
X(0) HO1) = X(1) + X(0) (if H(0) = H(1) = 1) ap- volutional summation!, It can be shown to be
the discrete~-time or sampled-data equivalent to
tt tput at i .
pears at the output at clock period #1 the convolutional integral of linear system the-
More generally, the output at various ory. Though it was derived in our by-phase
clock peribds correspond to: example, Equation 1 is also valid more generally,
’ where H(n} and X(n) may be analog values, or
Clock period #0 Y(0) = H{0) X(0 where the sequence X(n) may be continuous, f.e.,
P # © (0) X(0) it is also valid for clock pericds before clock
Clock period #1 Y(1) = H(0) X{1) + H{1) X(0) period #0 or after clock period #31.
Clock period #7 Y(7)} = H(0) X{(7) + H{1) X(6) From signai. and system theory we know
+H(2) X(5) +.....H(7) X(0) that the conveolution operation is a powerful con-
cept for analog signal processing, If H{n)
Clock period #k  Y{k) = H(0) X(k) + H{1) X{(k-1) corresponds to the impulse response of a system,
+H{2) X(k-2) + H(k) X(0) the system response to any signal is equal to

the convolution of the impulse response H{n)



with the discrete-time samples of the input sig-
nal X(n). This follows from the fact that a linear
system can be completely characterized by its
impulse unit-sample response and that a linear
system is defined by the principle of super-
position, Thus, representing an arbitrary se-
quence X{n) as a sum of delayed and scaledunit
samples, the composite system output may be
viewed as the sum of the delayed and scaled
impulse responses, Flgure 6 demonstrates this
concept with a square impulse response being
convolved with an input sequence. The output
corresponds to the sum of the delayed and
scaled impulse responses.
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Fig. 6 Derlvation of the system response from
the superposition of delayed and scaled
impulse respoises.

Note that it takes N2 , or-in our N = 32
stage device-322 = 1024 multiplications to per-
form one convolution, Before the advent of
discrete-time signal processing devices it was
too time consuming and too costly to perform
signal processing operations on digital com-
puters by means of convolution, Thus, the con-
cept of convolution remained in the area of
theoretical mathematics for a long time, Even
if one multiplication - considered to be a major
computer operation - takes only lusec, about
Imsec would be required to calculate only one val-
ue of Y(k}, thugconsiderably limiting the maximum
permissible signal frequency in real time calcu-
lations. Also, performing the signal processing
operation in the frequency domain by using the
Direct Fourler Transform (DFT) did not speed up
the process. Here also N2 major operations are
required for the N-point DFT. The introducticn
of the Fast Fourier Transform (FFT) algorithm in
1965 caused a tremendous upsurge in computer-
ized digital signal processing2. The FPT cut
down the major operations from NZ to N logy N.
This results in 160 operations if N = 32, causing
the operation in the frequency domain corre-
sponding to our convolution to be performed In
.16 msec,

Convolution in the time domain corre-

sponds to multiplication in the frequency domain
as follows:

s

n=0

H(n) X(k-n) = Hin} * X(n) & H(f) X{1) (2)

where X({f} and H{f) are the Fourier Transform of
X{n) and H{n), whereby X(f} is defined by:

N-1
X =4 xm) e-) &7 /N) nf (3

The TFT algorithm was so efficient in compar-
ison with the calculation by the convolution or
DFT method, that in many cases calculations
were performed by converting the signals first
into the frequency domain and then back into the
time domain, though the criginal signals and the
desired result was in the time domain; for ex-
ample the calculation of filtered signals or of
the cross correlation {or covarlance) function,

Discrete-time signal processing devices
like the BAC now allow the direct calculation of
filtered signals or of the correlation function in




the time domain. The great advantage ot per-
forming signal analyslis this way is that the
complex operation of Equation 1, involving N=32
multiplications for one data point i{s performed
simultaneously during one clock period. Since
the device may be operated at rates up to

10 MHz, one 32 point convolution or correlation
may be performed in 64x, lusec = 6,4 usec,
giving us signal processing capabilities beyond
the video frequency range, Not only the speed
increase, but also the reduced complexity, and
reduced power consumption make the BAC device
look favorable when compared with a digital
gignal processor,

FILTERS

Let us look at the BAC's capability as a
filter. If the SSR is {illed by "1"'s only, the
window function is rectangular. A rectangular
impulse response corresponds to a {sin 21rf/2n'f)2
characteristic in the frequency domain. Con-
volution of a signal by a rectangular window
corresponds to the multiplication of the signai's

spectral components by the {sin 27rf/2wf)2
envelope. This is the action of a fllter, in
which certain spectral components are

passed while others are suppressed, The
experimental power spectrum {3 shown in
Figure 7. Experimentally the power spectrum
was obtained by sweeping a sinusoidal input
signal of constant amplitude from de to 50kHz,
and by measuring and recording the comraspond-
ing power at the output, Due to its gradual
roli-off and the high side lobes the fllter char-
acteristic of Figure 7 leaves much to be desired,
This may be rectified by the choice of differ-
ently shaped windows 34

For the time being we may use the BAC as
a test vehicle to obtain a better feel for the
overall concept. Due to the fact that different
bi-polar window functions can quickly be gener-
ated simply by shifting a new pattern into the
S8R, several filter configurations may be siudied.

What is the relation of window width and
the clock frequency Ecl' with the generated main
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and side lobes and the zero-frequencies, 1.e.,
the frequencies at which the spectral response
have minima? The rectangular window effec-
tively integrates at every clock cycle the swept
sine-wave in the BBD. At signal frequencies

fg << {1 /N the output signal is effectively en-
hanced by the summation effect of the device,
When fg; appreaches fn)/N the output signal
decreases due to the fact that more and more
BBD samples have opposite polarity cancelling
each other. No output signal results if one
period of the input signal, l/fs, equals exactly
the time window in the BBD, N/fy1, resulting
in a zero (i.e., a minimum between the main
lobe and the side lobes) in the frequency char-
acterlstic. Thus the first zero corresponds to:

g 0
As the signal frequency is increased fur-

ther, exact cancellation of the signal occurs at
multiples of f /N causing the other zeros,
Equation (4) shows that the filter bandwidth
may be altered by changing either fcl or the
number of on-taps N. By decreasing the num-
ber of on-taps the bandwidth is widened, This
is experimentally demonstrated with the BAC in

= fc1/N {4)
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Tigure 8, where the spectral characteristic
corresponding to a window function of N = 32,
16 and 8 are plotted.

The filters discussed so far are low pass
filters of varying bandwidth, How do weobtain
bandpass filters? Signal processing theory
will show us the way, taking advantage of the
fact that there exists a similar correspendence
as In Egquation 2:

X(n) Hin) ¢=> X(f) * H(f) {(5)
Equation (5) states that multiplication in the
time domain corresponds to convelution in the
frequency domain. Particularly, the muitipli-
cation of the rectangular window function by a
cosine-waveform resuits in the convolution of
the rectangle’s Fourier Transform with the deita
function at fg. In other words the convolution
leads to a shifted version of the Fourler Trans-
form function centered at IO;

X{n} cos 27 fogn {=7
00 * 172 [u tt-fg) + v (41} =
1/2 X (~fg) + 1/2 X {f)

{6)

3 ;i i

4g

T L ¥

Y. ;)

FREQUENCY 1M KHZ

Fig. 8 Frequency spectrum of Blnary Analog Correlator
corresponding to windows of different widths,
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Flg. 9 Three simple impulse responses and the
resulting frequency response produced by each.
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This is demonstirated in Figure 9 where the
multiplication of the cos-wave times the
rectangular window has been approximated by
ternary 1evels?' . Figure 10 shows experimental
results obtained with the BAC for different S8R
patterns. Experimentally, the output was taken
from the + line only, resulting in a dc compo--
nent plus the shifted component. The dc compo-
nent would be nulled if the output were taken
from a difference ampiifier, causing the dc¢
components on the + and - lines to null, and the
shifted components to add. The poor filter char-
acteristic due to the slow roll off and high side
lobes is mainly due to the abrupt termination of
the window function.

By using analog windows with a smooth
transition to zero at the edges, much better fil-
ter characteristics may be obtained. Almost any
filter characteristic may be achieved by proper
selection of the window function. Analog win-
dows may be approximated with the BAC by
paralleling several BAC's and ending their dig-
itally weighted outputs together, In this con-
figuration the BAC is useful in filter applications

RELATEVE

demanding a frequent change of the fllter char-
acteristic. As the maximum clock rate for the
SSR is 1 MHz, a new window pattern could be
entered every 32 usec. Applications are en-—
visioned where the BAC is ganged with a micro-
processor, enabling the microprocessor to
optimize the window for a certain desired result
depending on the input signal. Also, corrections
of signal deterioration due to a changing trans-
mission medium may be performed with BAC
devices, When, at intervals a known signal ts
sent through the transmission medium, the filter
characteristic of the medium may be calculated.
Application of a window function corresponding
to the inverse of the characteristic of the me-
dium causes a reconstruction of the criginal
signal, since Y{f) = M(f) M)~ ' X{f) =

M(E) H{H) X(f) = X() if M{f} is the characteristics
of the transmission medium, and H(f) = M(f}'l.
In those applications where a rapid computer
generated analog window is not required, an-
other analog device may be more suitable, such
as the Tapped Analog Device discussed in
Reference 3 and 4. This device allows one to
change the tap welghts over a wide range by
adjusting potentlometers.
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CORRELATION

Correlation 1s the measure of similarity
between two signals, In a way, the filter ac-
tion discussed before is based on matching or
correlating a signal sine-wave with a patiemn in
the 88R. At maximum overiap between the sig-
nal and the pattern, a maximum output resulted.
The mechanism in determining the correlation
function Is similar to that of the convolution
function in regard to the fact that two signal
sequences are stid past each other, and at ev-
ery clock cycle the output 1s computed from the
summation of the multiplication of opposing
palrs of coefficients, The main difference is,
that in the resulting correlation sequence, k
corresponds to the number of clock perlods by
which both signals are shifted from each other.
With this concept in mind the correlation func~
tion may be determined, resulting in the
expression:

N-1

= Z H{n) Xfn-k)

n=0

Y(k) (7

Figure 11 shows an example in which the
correlation of two identical signals is demon-
strated, Signal H{n) in the S8R represents a

flipped over section of the time signal H{n}.
In the photo of Tigure 12 the correlation exam-
ple is demonstrated experimentally with the

BAC.

Similarly as in the case of convolution,

the working of the BAC, as well as the deri-
vation of Equation 7 can be visually understood
by referring to Figure 13.

Impulse
Impulse

Response

Input

Qutput

Pig. 12

50
H(253

Photo of window function, {impulse
response)}, input function and their
correlation experimentally obtained
with the Binary Analog Correlator.
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In such a case, where the multiplication
of a signal with a time-delayed repiica of itself
+4s performed, the operation is defined as auto-
ccorrelation, expressed by:

Y{k) = ¥{n) X{n-k) {8)

The more general case, Equation 7, 1s called

crosscorrelation, expressing the degree of agree-

ment between two unlike signals, The cross-
correlation differs from the convolution
(Equation 1) only by the signs of n and k in
X{n-k), Thus, for even functions correlation
and convolution are equivatent.

CORRELATION APPLICATIONS

Aside from the filter applications, the
BAG's ability to correlate opens a vast amount
of applications. Autocorrelation allows the
determination of the time-delay difference be-
tween two signal paths, such as in a telephone
transmission network. In radar the range of a
distant object may be determined by determining
the time delay between the transmitted and
received signal. Also the direction of the ob-
ject 1s found by receiving the signal with two
separate antennas, From the time delay of the
received signals and the known antenna separa-
tion the angle of signal approach may be cal-
culated by geometrical considerations.

With the test configuration shown in
Figure 14, the mechanism of autocorrelation is
simulated. A certain pattem is generated by
transmitting the impulse response of a BAC, in

the S8R of which a pattern has been loaded.

The transmlssion llne delay is simulated by an~
other BAC, where the delay may be varied '
depending on the position of the "1 in the SSR.
The prelcaded S8R of the third BAC is then held
stationary allowing the correlation operation
with the delayed pattern as it is shifted through
the BBD. The time at which maximum correlation
oceurs should coincide with the set delay.

The BAC is also us-=ful for decoding a
chirp signal in radar systemss'ﬁ. The chirp
signal concept was developed in an effort to
detect very small targets at a great range with
a high angular resolution. In the design of a
radar system using the pulse method the range
and resolution was limited by these conflicting
requirements: with a given transmitter tube
power, the power of the signal could be in-
creased only be extending the duration of the
pulse, However, a long pulse limited the abil-
ity of the system to separate multiple targets
clustered closely together. What was required
was a transmitted signal that combined the large
amplitude and long pulse width available with
existing apparatus, but retained *he range reso-
lution capabilities inherent in a pulse ¢f a much
shorter duration. Using a burst of a frequency
modulated signal was the answer to the above
quest., By this method the frequency- spread
characteristic of a short pulse within the envel-
ope of a long duration signal atlowing better
resolution is accomplished, At the receiver
the reflected-spread energy is bunched together
by successively delaying the first portions of

‘the signal until the last portion has arrived, and
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Fig. 14 Simulation of autocorrelation experiment
using the Binary Analog Correlator as code
generator, delay simulator and auto correlator.
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the operator, FEffectively, we have seen the
device operating as an integrator during the dis-
cussion of the filter., When the window function
was rectangular the output corresponded to that
of a low-pass filter which principally is equiva-
lent to an integrator. Since these operations
may be performed in real time on signals ex-
ceeding the video frequency range, these may
be used {n image processing in conjunction with
video cameras. The differentiator may bring out
the edyges in pictures having large equal-toned
surfaces, while the integrator may be used for
smoothening a picture in order to reduce its
granularity. Experimental verification of the
delay and integration operation using one BAC

is presented in Figure 18,
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convolution,
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Fig. 18 Experimentally obta
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CONCLUSION

In the discussion of the Binary Analog
Correlator it was demonstrated how novel
discrete-time analog signal devices of this type
are opening new exciting possibilities in the
area of signal processing. Complex tasks like
convolution, matched filtering, correlation may
be done with these large scale integrated de-
vices at a high speed, Signal processors, so
far only realizable with complex, power con-
suming digital computers, can now be built on
one board. Thus, sophisticated equipment may
be constructed with the new devices at reduced
gize and power consumption, leading to higher
reliability, The low cost will also enable the
hobbylst to realize many of his ideas with the
novel approach,

Among other discrete time analog devices,
the BAC is unique in the respect that its window
function may be changed at & high rate. This
makes it useful in adaptive type applications
requiring real-time alteration of the window
function. The device also aliows one to experi-
ment with different operations and patterns,
making it useful as an educational teol, Con-
cepts expressed with complicated formulas or
simulated on, digital computers, may be demon-
strated, requiring oniy the Binary Analog
Correlator, some peripheral circuitry and one
oscilloscope.
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then releasing the energy in an output burst,
This can be accomplished by the BAC in which
the BBD 15 used-for temporary storage of the in-
coming signal, and the chirp pattern in the SSR
determines the moment of maximum correlation,
Figure 15 in which a binary chirp in the SSR is
correlated with a binary chirp signal, demon-
strates this action. The cutput in Figure 15 is
measured on the + line of the BAC.

Impulse
Inmpulse
Response

Input

Qutpui

15 Demonstration of correlation of simu-
lated bi-phase chirp pattern with chirp
pattern in static shift register.

Fig.

The chirp alsc allows coding information
to be buried in the signal. If the code does not
have to follow & chirp pattern more than 4 billion
code patterns may be realized with a 32 stage
device®, Of course, for identifying codes using
correlation not ail codes are suitable. The fig-
ure of merit in selecting good codes is the
index of discrimination, that is the separation
between the maximum correlation peak and
possible minor correlation peaks., An excellent
code for maximum discrimination is the Barker
Code, allowing detection of its presence in a
noisy environment. Using this code, weak
signals - for example in interplanetary space
communication - may be detected, A 13-bit
Barker Code has the sequence:

R R A

Figure 16 shows the result obtained when the
Barker Code loaded in the BAC SSR is corre-
lated with the same code entered in the BBD.

A high concentrated output burst indicates
presence of the code. The tratling negative
excursion is due to the fact that the SSR has 32

_13..

bi+level stages contributing false bitssin the
stages #13 to #31. The accomplished.dis~
crimination, however, is the same as that of a
true Barker Code window pattern, A true Barker
GCode may be generated with 2 BAC's in parallel,
allowing only the 13 stages to contribute to the
output signal,

Impulsc
Impulse
Response

Input

Cutput

Fig. 16 Barker code signal being correlated
with Barker cede window producing
concentrated output spike,

MATHEMATICAL QPERATIONS

It is seen that the list of applications for
the BAC can be made large and that it is limited
onty by the imagination of the user. The BAC
not only performs basic mathematical operations
as delay, summation and muitiplication but it
may also differentiate or integrate an analog
signal within limits defined by the window width.
This is demonstrated in Figure 17 in which, for
the purpose of saving space, the [ollowing
operators have been entered in the same window
function.

The delay operator consists of a single
"1, The delay of the analog signal in termms of
number of clock periods is determined by the
number of positions of the "1" from the left of
the SSR. An adjacent "+1" and "-1" in the
38R's, realizable i{f two BAC's are operated in
parallel and the BBD inputs and line outputs are
tied together, causes a differentiation of the
input signal. The series of adjacent "1"'s are
integration operators causing an integration of
the input signal for the duration of the length of
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CHARGHE TRANSFER DEVIGES FOR SAMPLED-DATA PROCESSING

I, INTRODUCTION

Charge transfer devices (CTDs) make possible a new type of signal processing, simultaneocusly offering
the characteristics of digital as well as conventional analog approaches, This type of processing is
related to digital processing because the data are sampled and therefore are under the control of a master
clock, resulting in the same advantages of temperature stability and flexibility of data handling which
characterlse digltal systems, As the ampltude of the sampled data |5 retained in analog form, consider-
able reductions can be made in circuit complexity,

Recently, important advances have beer made in digital signal processing, As digital signal processing
theory relies mostly on the discrete time nature of the signal and not on the guantization of the signal
amplitude, direct use can be made of digital signal processing techniques in designing systems using

GTD technology. Thus, advantages of low cost, small size, reduced complexity, and low power conSump-
tion can be realized.

In this paper, a family of charge transfer devices is discussed, The common feature of this family 1s the
capability to perform discrete~time signal processing., Basically, each device sums of the products of
delayed samples of one signal either with samples of another signal or with a welghting function. This
operation can be expressed as the discrete-time convolution which is the basis of signal processing,
Complex operations such as correlation or filtering can now be done in real tlme at sample rates up to

10 MHz.

The common features of the devices are presented first -~ the delay, multiplication and addition features.
A universal signal processing device could be built using these basic bullding blocks, performing any
concelvable operation between two signals -- either analog or digital -- either real time programmable

or fixed, However, at the present state of the art, the construction of a universal LSI signal processing
devige would require giving up speed and power and increasing the complexity of the device, For this
reason, we have chosen to create several devices which are application oriented, and which bring out
the best features for particular applications. The class may be subdivided to distinguish among devices .
which perform convolution of a sampled-data analog signal with any of the following:

(1) A fixed binaty signal;

{2) A fixed analog signal;

{3) A variable binary sequence; or

(4) A second sampled-data analeg signal,

Another feature of the various devices is that each is programmable one way or another. A welghting
function may be entered any of the following ways:

(1) Programming of binary or analog weights by setting a potentiometer;

(2) Real time programming of binary weights by entering a binary pattern into a digital shift
reglister;

(3) Real time programming of an analog weighting function or entering an analog signal into
a gsecond analog shift reglster;

{4) Mask programming of a weighting function,

The foilewing Reticon devices meet several of the above characterlstics:
63} Tapped Analog Delay
{2) Binary Analoyg Correlator
(3) Analog Analog Cormrelator
{4) 64-Stage Transversal Filter

The function of these devices and their applications are presented in Sections IIf and 1V,

1§, COMMON FEATURES OF THE CTD SIGNAL PROCESSING FAMILY

Why do the CTD devices give us such a powerful technique for discrete-time analog signal processing?
After all, their basic capability is merely the ability to delay signal samples, to multiply, and to
sum, The explanation is as follows:

The basic eguation in discrete time signal processing is the convelutional summation (see Reference 1)
N-1
Yy =57 HM X(k-n) {Equation 1)
n=0

where Y(k) Is an output sample at the clock peried k resulting from the summation of N products of
weighting elements H{n) and of delayed samples of an input signal X(k), The convolution concept is
appreciated if one recalizes that the convolution of two signals in the time domain is the same as the
multiplication of the Fourier transform of both signals X{f) and H(f) in the frequency domain.

Hn) * X(n) =—w HE * X0 (Equation 2)
g s . e
Convolution Product




Those familiar with the Fourier transform concept will recognize that the right side of Equation 2 describes
the filter action where H(f} is a filter characteristic, and X{f} are frequency components of the input signal,
Although the spectral filter characteristic H{f) is easily visualized, its counterpart in the time domailn H(n)
may be less known. The function Hin}, however, is the inverse Fourler transform of H(f} which is equiva-
lent to the impulse response of Equation 1. Thus any desired frequency response may be generated by
determining the weighting coefficients H{n) in this manner,

This type of filter is called a transversal or finite impulse response {FIR) filter., In addition o the ease in
determining their desired frequency response, there is an additional advantage to transversal filters, The
phase characteristic of these filters can be designed to be linear over the entire frequency range of the
filter, so that the time waveform of the input signal will not be distorted.

It would be prohibitively complex to attempt to make sophisticated filters the conventional way by using
continuous analog devices. Before the availability of discrete~time signal processing devices, sophisti-
cated filters were possible only by complex digital signal processing techaiques, requiring A/D and D/A
converters and computers capable of performing the Fourier and inverse Fourier Transform.

Transversal filters have a number of applications in addition to simple spectral filtering, such as matched
filtering, single sideband modulation {Hilbert Transform), and spectral analysis,

Another wide area of applications may be addressed because convolution Equation 1 represents comrelation
if the input signal or the weighting function is reversed. Thus, an analog or binary signal may be corre~
lated in sections with a signal pattern stored in the device, enabling the performance of pattern recogni-
tion or decoding, Two analog signals may be correlated {f a section of one signal is held stationary
temporarily until a section of the other signal is comrelated with this section; the stationary signal portion
is then replaced with a new signal section, and the correlation process is repeated. GCorrelation is
applicabie to the measurement of the degree of similarity of two signals. It is also used to extract
signals buried in noise or to measure the delay of two similar signals carrled on two different channels,

111, COMPARISON OF THE VARIOUS CTD SIGNAL PROCESSING DEVIGES

As was previously mentioned, charge transfer devices can perfomm signal processing functions quite
naturally, Charge transfer devices technology is available to create Bucket Brigade Devices (BBDs) or
Charge Coupled Devices {CCDs). Bucket brigade devices are normally adequate for analoy delay lines
up to 256 stages; for longer delay lines, CCDs are preferred, because their stage/chip area density is
about twice that of the BBDs. Only in the last few years has implementation of discrete-time analog
signal processing devices been possible after improvements were made in the area of CTD technology.
With present n-channel technology, charge transfer inefficiencies up to 5 x 105 are achieved, enabling
high signal fidelity to be maintained when the signal passes through the delay stages,

{1
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Figure I, General Symbolic Representation of a Discrete-Time
Signal Processing Device,

Figure 1 shows the general structure commen to all of the devices of the family discussed, The figure is
a symbolic representation of Equation 1. Every clock period a new input sample is taken, Input samples
are delayed in a CTD, symbolized by delay elements Tg» where Ty is inversely proportional to the clock
frequency, During every clock period, each delayed sample is multiplied by a weight H{1), H{2), etc,
and the summation of the products appears at the output,

The rrain difference among the various devices discussed is the form of the weighting function or of the
impulse response H{n) {binary or analog) and the way tn which the impulse response is entered into the
device (by real time entry or by presetting), Also, the multiplication and addition scheme vartes from
device to daevice. TFigure 2 shows the varlous schemes that can be used for the convolution of the sampled-
data analog signal with any of the following:

(1) A fixed binary signal -~ switches selecting certain analog samples are set according to
the binary sequence;

2) A fixed analog signal —— multipliers a), ay, etc, -- are set according to a weighting
functton;

{3} A variable binary sequence -- a static shift register controlling the tap switches is
loaded with a binary sequence;

{4) A second sampled-data analog signal -- the second signal is temporarily stored in another
CTD and its analeg samples multiply the analog samples of the first stgnal.
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Figure 3. CTDs for Various Kinds of Analog Signal Processing.

In Figure 3 are those Reticon devices which {fulfill the functions described above, as well as the extent
to which the devices are programmable.

IV, DESCRIPTION AND APPLICATION OF THE CTD DEVICES

A. The Tapped Analog Delay

The Tapped Analog Delay (TAD-32) consists of a 32-stage CTD in which each stage is tapped to make it
accessible at the device pins, The device is extremely versatile because it is left to the designer to
choose and to implement a desired welghting function, The weighting function is implemented by choosing
resistors corresponding to the weighting function, attaching these to the proper taps, and summing the
resulting weighted analog-sample in an op amp. Positive and negative welghts may be obtained by

using a differential amplifier {see Flgure 4},
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The Tapped Analog Delay comes closest to the universal general purpose dizcrete-time processing device,
It can have either a fixed or variable weighting function, Using external resistors, switches, and poten~
tiometers, fixed coefficients can be established,

If {t is used with an external digital shift register, or another Tapped Analog Delay, or with microprocessor
controlled D/A converters, a system can be built to perform real-time signal processing., Thus, applica-
tions from filtering and coding to correlation may be realized with this device, Examples for some of the
applications are given in References 2, 3, and 4,
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Figure 5. Harmonic Distortion of Tapped Analog Delay.

Linearity and noise set performance limits for the signal processing devices. Figure 5 shows the typical
harmonic distortion for the Tapped Analog Delay as a function of input signal amplitude. Harmonic distor-
tion is defined in this case as the ratio of the secondary harmonic to the fundamental, expressed in dB,
The spectral noise is shown in Fig. 6 in comparison to the spectral response for a rectangular weighting
function {all weighting resistors with the same value}, The dynamic range was determined from this curve
by calculating the ratio of maximum useable rms signal to the rms noise up to the Nyquist frequency
expressed in dB, The relation of hamonic distortion and dynamic range is shown in Fig, 7.
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B, The Binary Analog Cormrelator

The Binary Analog Correlator is a 32~stage CGTD in which analog samples are either added on a summing
line or subtracted, depending on the position of the switches (see Ref, 5). The switch position is
controlled by the outputs of a digltal shift register (see Flg. 8}, Thus a binary weighting function may
be entered from the outside, making possible the real time correlation of an analeg or binary signal and
a binary signal. '
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Figure 9, Correlation Qutput Obtained by Correlating Stgnal with
High Discrimination Code with Same Code Stored in
Digital Shift Reglster.

Figure 9 demonstrates the powerful capabllity of this device, How can a binary code such as that shown
in the upper portion be detected when it Is accompanied by a series of many other codes? To do this by
hardware with discrete components is a cumbersome project, The task is made easy with the Binary Analog
Comrelator, The code to be detected is merely shifted into the binary shift register and is correlated
against the incoming signal, The nature of correlation is such that when there 15 maximum agreement
between the stored code and the binary signal, the cutput becomes maximum. If codes are transmitted--
as is the case in radar or satellite applications -- the discrimination ratio {the ratio of the highest

output signal to the next highest) must be very large. In the example of Fig, %a, a code giving a large
discrimination ratio is shown, Figure 9b demonstrates that the Binary Analog Correlator can still pick

out the code buried in nofse.
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A typical application 1s shown in Flg. 10. Periodically, a code is transmitted and echos of the signal
are received. The time delay at which correlation occurs between the transmitted signal and the recetved
signal provides an indication of the distance of the object from which the signal was reflected. Coding
may be used in a multitude of other applicatlons, for example, in the addressing of various telephone
recefvers, where each statlorn is assigned its own code. ’

Because there are 32 stages in the Binary Analog Cormrelator, 232 or more than four trillion codes are

possible, The device, therefore, can be used for decoding messages. It also has the capability to change
the code key quickly.
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Figure 11. Binary Analog Correlator Used in Spread Spectrum
Communication System,

Information coding is extensively used in Spread spectrum communications, not for security but to over-
come the power and neise constraints, In transmitting information, the infermation bits are spread out
over time and frequency by coding each information bit. At the receiving station the spread information

is recombined up again by correlation, The process of coding and decoding in a spread spectrum communi-
cation system is demonstrated in Fig, 11, ’




The ability of the Binary Analog Correlator to update the binary correlation word in real time also makes
this device useful in combination with a microprocessor. Teaming up both devices, each may perform
the task for which it is most suited. Correlation definitely comes more naturally to the discrete-time
signal porcessing device. A 32-point correlation is comqleted in a BAC in 64 ¢lock periods, orin

6.4 nsec; a microprocessor has to perform 2048 multiplications to do the same task, and also reguires
more memory. The correlation of an analog signal with another digitally coded analog signal may be
performed by paralleling several BACs; each BAC processes a different binary weilght, FPor the correlation
of two signals, both in an analog form, the Analog Analog Corvelator {see below) is best suited,
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Figure 12. Analog Analog Correlator,

I Tapoad Analog Delay

C, _Analog Analog Comrelator

Figure 12 shows the function of the 32-stage Analog Analog Correlator (AAC) In which two CTDs are used.
The device contains 2 thirty-two stage analog delay lines. A different analog signal may be stored in
each analog delay line. Fach time a new sample is entered, all existing samples stored in the CTD

are shifted one stage. At every clock period, the products of the opposing analog signal samples are
summed, giving a measure of correlation at that point in time.,
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Figure 13, Demonstration of Convolution/Correlation Performed by
Analog Analog Correlator,

A demonstration of the performance of the Analog Analog Correlator is shown in Fig, 13. A triangutar
waveform is correlated (convolved) with a square wave of higher frequency, resulting in the comrelation
{convolution) of both, In this case, correlation and convolution are the same because both signals are
symmetrical functions. For unsymmetrical signals elther correlation or convolution may be perfermed,
because the second signal may be entered from either direction,

The AAC enables one to solve a large number of problems which so far can be handled only by complex
eguipment or with the atd of computers. For example, in medical research it may be used for the corre-
lation of brain waves emanating from different portions of the brain., In ultrasonic imaging applications, it
may be used to enhance the object of interest, for example a tumor, by ignoring the uncorrelated signals
caused by the surrounding tissue when viewing the object from different viewpoints.

The ability of the AAC not only to cerrelate but also tp convoive permits its use in fiiters, Its real time
prograramability enables its use in adaptive filtering. In telephone networks, a change in the transmission
line characteristic may be equalized by altering the filter characteristic through an updating of the weighting
funciion in the second GTD.
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D, Transversal Filter

In applications which require a large quantity of the same filter, the Transversal Filter is recommended.
This filter has a split electrode structure as shown in Fig, 14. The weighting function is determined by
the size of capacitors which sense the analog signal samples at the CTD taps, The weighting functions
are mask-programmed similarly to the methods by which ROMs are programmed. Three types of filters were
created by this technique which will cover another wide area of applications, These are 64-stage filters
with a weighting coefficient accuracy of 1/2 parcent, A FORTRAN computer program was used o determine
the welghting coefficients, The program i3 capable of syntheslzing optimal linear phase filters from an
arbitrary frequency response {See Refs, 6 and 7).,

Low Pase Harow Bind Pass Wida Band Fame

Figure 15. Spectral Response of Different Transversél Filters (Clock Frequency = 100 KHz),
{High spikes are caused by Spectrum Analyzer d.c. Response.)

Figure 15 shows the frequency response of the filters which were designed for 2 minimum peak devlation
from the desired response, an extremely high rolloff, and an out-of-band rejection of approximateiy 50 dB.
One filter has a low pass, the others have narrow and broad band pass characterlstics., The high spikes in
the curves are caused by the dc response of the spectrum analyzer.,

Low Paas Hamow Band Pass Wides Bard Fasa

Figure 16. Impuse Response of Transversal Filiers of Flgure 15,

The filters show a rolloff greater than 100 dB/octave which, up to now, can be accomplished only by com-
plex multi-stage circuits when using conventlonal analog devices, With the peripheral clock clreuitry
these fllters can be built on a four square inch clrcuit board, The weighting function of the filters is
evident by measuring the impulse response (See Fig. 16),
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The frequency characteristic of the mask-programmed discrete-time fllter is not completely committed.,
The.band edges and the bandwidth are functions of the clock frequency. Therefore, the spectral band to
be filtered may be varied by adjusting the clock frequency to a filter-dependent multiple of the center
frequency. An application taking advantage of thls feature is a spectrum analyzer using several narrow
band filters {See Fig, 17), Fach successive fllter is clocked by half of the clock frequency of the previous
filters, thus covering a spectral range from fcl/4 to fc[/tlxzn where fcl is the frequency of the master
clock and n is the number of -+ 2 stages in the counter, Simple filters have to be used ahead of the CTD
filters to limit the signal up to the Nyquist frequency in order to avold aliasing.

It appears that a simple filter using the transversal device witl find applicattons in the touch tone system.
The large quantity used In this fietd will ceriainly justify the cost of mask programming. The strong
exlsting effort in making talking computers using vocoders in this area will also resuit in a demand for
filters having unique frequency responses that can be implemented easily,

REFERENCES
i, A,V, Oppenheim, R.W, Schafer, Digital Signal Processing, Prentice-Hall, 1975, Englewood
Cliffs, New Jersey.
2. 8.0, fanaka, R.R, Buss, G.P. Weckler, "The Tapped Analeg Delay", IEEE trans on Parts,

Hybrtd and Packaging, Vol. PHP-12, No. 2, June 1976,

3. R.R, Buss, 8.C. Tanaka, "Implementation of Discrete-Time Analog Filter and Processing
. 8ystems", 13976 Wescon,

4, G.P. Weckler, "Signal Processing with Charge Transfer Devices®, 55th Convention of
Audio Engineering Society, 1976,

5. U,7, Strasilla, "Binary Analog Comelator", 1976 Wescon,

6. R.W. Brodersen, "Introductlon to Charge Transfer Devices - Discrete Time Processing”,
1976 Wescon,

7. I.H, McClellan, T.W. Parks and L.R. Rabiner, "A Computer Program for Designing Optimum
FIR Linear Phase FPllters, IEEE Trans Audio Electroacoustics, Vol, AU-21, Dec. 1973,
pp. 506526, -

10



