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g, (reference histogram acquired during calibrations) was performed:

c⌧ =
’N

j=1
h⌧+j ⇥ gj, (1)

where N is the number of timing bins in the instrumental response and the histogram, j represents
the indexing of the time bins, and ⌧ represents the lag time. The time-of-flight, and hence
target depth, is then defined as the time lag for which the cross-correlation is maximised. The
intensity information can be deduced from the number of photons in the cross-correlation peak.
This operation is repeated in turn for each pixel, eventually leading to a three-dimensional
image, composed of X and Y positions of the pixels and depth information of the target. The

Fig. 2. The depth and intensity profile measurements reconstructed using the pixel-wise
cross–correlation approach. The images (a) and (b) are close-up visible photographs of
the targets: a double decker bus model (110 ⇥ 60 ⇥ 38 mm) and a Mini Cooper car model
(95 ⇥ 45 ⇥ 60 mm). The depth reconstructions are shown in (c) and (d), and the intensity
reconstructions are shown in (e) and (f). The measurements were performed in a dark
laboratory environment at a stand–o� distance of 0.4 m. The scanned scene consisted of
the target mounted in front of a white cardboard backplane with a maximum front-to-back
separation of approximately 100 mm. To improve the presentation clarity, an arbitrary
zero depth position was used for the scale on depth profiles (c) and (d). The measurement
parameters are described in the main text.
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FIG. 3. Experimental curves of scattering coefficients

as a function of wavelength.

for meteorological ranges' of 4 to 160 km. The spread
of points on the lowest curve is typical in data for clear
air and is partly due to atmospheric twinkle. Most of
the experimental data can be separated into two
groups, i.e., either straight or curved lines on the
log-log plot. A straight line is the function [Eq. (2)]
which results simply from a continental-air-type aerosol
model of the form [Eq. (1)] as shown in Fig. 1(a).
This relationship was generally found to exist under
conditions of high attenuation. Figure 4 illustrates
several experimental attenuation curves where the
Rayleigh component has been removed.

For example, curve A of Fig. 4 is an example of the
straight-line functions which correspond here to a
continental-type aerosol having a concentration of
about 4050 particles cc-', 0.10-20,u in radius, with
n=3.25, and n= 1.33.

For the more common curved-line relationship, it
was found that the introduction of a two-component
particle size distribution will satisfy the experimental
data. In Fig. 4, curve B, the solid curve represents the
smoothed-out data for an average day of meteorological
range of 25 km when relative humidity was 55% and
temperature was 20C. The computed circled points
are the best fit of many combinations and result from

0 W. E. K. Middleton, Vision throug te A tmosphere (University
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FIG. 4. Representation of experimental curves
by composite aerosol.

10.0

assuming rn=1.5 for a continental-type aerosol with
n= 2.8 and 215 particles cc-' 0.10-20 A in radius to-
gether with a maritime-type distribution of 0.90 par-
ticles cc-' 1.0-20 A in radius and of index m== 1.5. Ex-
trapolated calculations are indicated by the dashed
curve. However, an equally good fit can be obtained
for particles with In=1.33, in which case there are
325 particles cc-', 0.10-20,u in radius, with n=2.9 of
a continental-type aerosol and 0.95 particles cc-'
1.0-20,4 in radius, having a maritime distribution.
This points up the lack of uniqueness in the represen-
tation and suggests that further work on simultaneous
measurement of particle concentration and attenuation
coefficient would yield information on the appropriate
index of refraction.

Curve C of Fig. 4 represents smoothed data for a
humid day, relative humidity 90% temperature 18C,
and meteorological range of 4 km. The calculated
circled points result from a composite aerosol made up
of 3800 particles cc-' of a continental-type aerosol
0.10-20 u in radius, n=3.2, m=1.33 combined with
3.6 particles cc-' of a maritime distribution 1.0-20yu
radius and n= 1.33. At 90% relative humidity all
particles are assumed to have an index of refraction
of 1.33. Of the 3800 particles cc-', only 4.5 are in the
size range 1.0-20 in radius. The many particles below
0.10 in radius, perhaps as many as 50 000 cc-', are
not considered because of their negligible contributions
to the total attenuation at these wavelengths.

Curve D of Fig. 4 represents scattering coefficients
obtained in Hawaii7 between Mauna Loa and Mauna

7 H. W. Yates and J. H. Taylor, NRL Rept. 5453 (June 8,
1960).
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Imaging Through Obscurants

1.5 mW laser at 1550 nm

Princeton Lightwave SWIR 
     SPAD camera at £150k

f = 200 mm lens, 3 ms / pixel

12 attenuation lengths in visible 
2.4 attenuation lengths at 1550 nm

A comparison of the attenuation coefficient Į (m−1) in the obscurant as a function of time 
for both Ȝ = 1550 nm and the visible band for white canister smoke, glycol-based smoke, and 
water-based fog for one full measurement set is shown in Fig. 4. These measurements were 
attempted for the highest attenuation level to the lowest as the fog dispersed. 

 

Fig. 4. A comparison of the attenuation coefficient Į (m−1) as a function of time for both 
Ȝ = 1550 nm and the visible band for target positions at 24 meters of different obscurants: (a) 
white canister smoke; (b) glycol-based smoke, (c) and water-based fog. The visible band 
corresponds to detection in the wavelength band 400 – 800 nm. 

Figures 4(a) and 4(b) show the attenuation coefficients for measurements taken through 
approximately 24 meters of white canister smoke and glycol-based smoke, respectively. Due 
to the high level of obscurant, a very low return - resulting in large variance in the signal - 
was obtained from the target at the beginning of each measurement set. Thus, for the 
Ȝ = 1550 nm attenuation data we show only those data points where there was a sufficient 
signal-to-noise ratio to make a reliable attenuation coefficient measurement. The 
measurements were taken every 60 seconds for an overall duration of 540 seconds for the 
white canister smoke and every 90 seconds for an overall duration of 630 seconds for the 
glycol-based smoke. The longer measurement set duration is shown for glycol-based smoke 
to account for its slower dispersion. The attenuation coefficient at Ȝ = 1550 nm is much lower 
than in the visible band over the entire duration of the measurements for both glycol and 
canister smoke, demonstrating a clear advantage of SWIR operation compared with visible 
detection approaches. Figure 4(c) shows the attenuation coefficient taken through 
approximately 24 meters of water-based fog. The measurement set duration in this case was 
480 seconds with measurements taken every 60 seconds. The water-fog results show that 
there may be a slight advantage in working in the SWIR region for this particular particle size 
and density of water-based fog, as the measurements shown in Fig. 4(c) indicate that the 
operating wavelength of Ȝ = 1550 nm may have slightly lower attenuation under these 
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Visible without smoke
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Fig. 6. Depth and intensity profiles, using the Ȝ = 1550 nm single-photon transceiver, of the 
polystyrene head through 24 meters of white canister smoke obtained using pixel-wise cross-
correlation. The per-pixel acquisition time was 3 ms per pixel. The top row shows results 
obtained with no obscurant present while the bottom row shows the results obtained in white 
smoke when the attenuation coefficient was Į = 0.10 m−1 at Ȝ = 1550 nm. This represented 2.4 
attenuation lengths at Ȝ = 1550 nm and 12.0 attenuation lengths in the visible. The Fig. shows: 
(a) and (d) RGB photographs taken of the scene at the time of measurement; (b) and (e) depth 
profiles of the target; (c) and (f) intensity profiles of the target. 

The results shown in Figs. 6(b) and 6(e) show that, even at the very first measurement 
point of 30 seconds, the target is fully discernible using the Ȝ = 1550 nm scanning system. As 
shown in Fig. 4(a), the attenuation coefficient in the target plane for the very first 
measurement of 30 seconds was Į = 0.10 m−1 for Ȝ = 1550 nm compared to Į = 0.5 m−1 in the 
visible, which is equivalent to 2.4 attenuation lengths and 12.0 attenuation lengths, 
respectively, between the transceiver and target. As seen in Fig. 6, the long acquisition time 
of the measurement (approximately 30 seconds) resulted in an image with a far greater 
amount of photon returns than required for successful reconstruction of the target. For each 
measurement, both the time from start of scan (known as macro time) and the time between 
the corresponding start signal and the recorded photon arrival time (micro time) were 
recorded for each detection event. This meant that shorter durations of measured data could 
be extracted from each pixel’s entire measurement data so that the level of depth 
reconstruction achievable at shorter acquisition times could be investigated. The resulting 
depth profiles and SRE values for the target at 24 meters in white canister smoke, when Į = 
0.10 m−1, for per-pixel acquisition times of 0.01 ms, 0.05 ms, 0.1 ms, and 3 ms, which 
correspond to image acquisition times of ~0.11 s, 0.55 s, 1.1 s, and 30 s, respectively are 
shown in Fig. 7. In each case, reconstructions using the cross-correlation, RDI-TV, UA, and 
NR3D algorithms are shown where the parameters of each algorithm have been optimized to 
provide the best performance. The SRE values use a ground truth, which was reconstructed 
using cross-correlation of the full acquisition time data (i.e. 3 ms per-pixel). 
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 Multiple surfaces resolved – more than one surface per pixel, on average 
 50 grayscale frames per second of 32 x 32 pixels at 1550 nm 
 Real-time processing  
 Eye-safe illumination in presence of solar background

Real Time Reconstruction of Multi-Surface Moving Scenes 
using Single-Photon Detection at 330 Meters Range 

J. Tachella, et al.“Real-time 3D reconstruction of complex scenes using single-photon lidar: when image processing  
                              meets computer graphics” Nature Comms. 10, 4984 (2019)



 Multiple surfaces resolved – more than one surface per pixel, on average 
 50 grayscale frames per second of 32 x 32 pixels at 1550 nm 
 Real-time processing  
 Eye-safe illumination in presence of solar background

Real Time Reconstruction of Multi-Surface Moving Scenes 
using Single-Photon Detection at 330 Meters Range 

J. Tachella, et al.“Real-time 3D reconstruction of complex scenes using single-photon lidar: when image processing  
                              meets computer graphics” Nature Comms. 10, 4984 (2019)



InGaAs SPADs

Princeton Lightwave (now Argo AI): significant funding over  
        decades & commercial leader in InGaAs SPADs on InP

J. Zhang et al., Light Sci. App. 4, e286 (2015)

area = 4.91 x 10–10 m–2 

= x16 smaller than Ge on Si 

$20k single pixel, $150k for 32 x 32 camera
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Epitaxial & Device Process

1.5 µm i-Si

1 µm i-Ge

p++-Ge

p-Si

n++ Si (001)

Si3N4 ARC

Al bond pads

Al bond pad

ASM Epsilon 2000E LPCVD with 
      150 mm Si (001) wafers

1.5 µm i-Si epi for avalanche on n++ Si

Implant p– sheet charge layer

1 µm i-Ge absorber with 50 nm p++-Ge contact  

All silicon foundry compatible processing

P. Vines et al., Nature Comms. 10, 1086 (2019)
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Ge SPADs Planar vs Mesa

P. Vines et al., Nature Comms. 10, 1086 (2019)
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Performance @ 1310 nm
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Temperature Dependence
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1 µm thick Ge absorbs ~50% of photons at 1310 nm

Thicker Ge will increase SPDE

1550 nm operation requires thicker Ge & 
     higher temperature operation

1550 nm operation also being pursued    
     with GeSn (direct-band >1.7 µm at 4 K)



Afterpulsing

Afterpulsing caused by traps in avalanche region: limit repetition rate due to dead time of detector

P. Vines et al., Nature Comms. 10, 1086 (2019)



Afterpulsing

Afterpulsing caused by traps in avalanche region: limit repetition rate due to dead time of detector
Ge and Si trap energies

P. Vines et al., Nature Comms. 10, 1086 (2019)



LIDAR Imaging
Research Article Vol. 28, No. 2 / 20 January 2020 / Optics Express 1333

Fig. 1. A schematic diagram representing the experimental set-up of the monostatic
transceiver. The target was illuminated using a spectrally tunable supercontinuum laser
system. The target was mounted on computer controlled motorized translation stages, which
allowed it to be raster scanned relative to the stationary illuminating beam. Light reflected
from the beam splitter was then focused via lens L2 onto the 100 µm diameter planar
Ge-on-Si SPAD. BS denotes a beam-splitter. The detector was located inside a cryostat and
operated at a temperature of 100 K.

3. Image reconstruction

LIDAR used for automotive applications requires rapid data acquisition and processing times,
overall typically in the range of milliseconds. The requirement for rapid image acquisition gives a
clear incentive to reduce the number of recorded photon events necessary for image reconstruction.
Similarly, increasing the average laser power can also reduce the necessary image acquisition
time. LIDAR applications, however, are often restricted by laser eye-safety thresholds, which will
place an upper limit on the laser power used [16]. The development of bespoke image processing
algorithms for single-photon data is a clear path to reduced acquisition times, whilst maintaining
laser powers consistent with eye-safety thresholds. Di�erent approaches have been previously
demonstrated for depth and intensity image restoration from sparse and noisy single-photon data
[40–45], due to long-range imaging [5] and/or underwater imaging [10]. In this section, we will
present depth profiles and intensity images generated using three reconstructing algorithms: a
simple pixel–wise cross-correlation approach, the Restoration of Depth and Intensity using Total
Variation (RDI-TV) algorithm [40], and the Manifold Point Process (ManiPoP) algorithm [46].
Statistical image processing techniques such as RDI-TV and ManiPoP use spatial correlations
in the image to allow reconstruction of the image when only partial information of the scene is
available.

In these measurements, timing histograms containing ToF information were constructed for
each pixel. Depth and intensity information were estimated from these histograms using a
cross-correlation method, previously described in several Refs. [8,9,28]. For each pixel location,
a cross-correlation, c, between the measured timing histogram, h, and an instrumental response,

K. Kuzmenko et al., Opt. Exp. 28, 1330 (2020)

912 pW laser after attenuation 
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100 µm diameter SPAD at 100 K 

Vex = 1.5%, SPDE = 10% 

DCR = 4.7 MHz 

23 mm aperture 

Mechanical raster of single pixel 

100 x 70 pixel raster for images



LIDAR with Ge on Si SPADs
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K. Kuzmenko et al., Opt. Exp. 28, 1330 (2020)
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Fig. 3. Depth and intensity profiles reconstructed using the pixel-wise cross correlation
technique using data acquired with varying per-pixel acquisition times: (a) 30 ms; (b) 10 ms;
(c) 3 ms; (d) 1 ms; and (e) 0.5 ms. The scene was scanned at a wavelength of 1450 nm in
dark laboratory conditions. The image format used was 100 ⇥ 70 pixels, which covered an
area of approximately 100 ⇥ 70 mm at a range of 0.4 m. In order to improve the presentation
clarity, an arbitrary zero depth position was used for the scale on the depth profiles.



Noisy LIDAR Reconstruction

Research Article Vol. 28, No. 2 / 20 January 2020 / Optics Express 1337

with 25%, 50% and 75% pixels randomly removed from the entire 100 ⇥ 70 scene. Figure 4
demonstrates that in a scenario when 75% of the scene was randomly scanned, both advanced
techniques work well in filling missing pixels. The intensity profiles work particularly well with
RDI-TV.

Fig. 4. Depth and intensity images reconstructed using the cross-correlation technique
(left), the RDI-TV algorithm (middle), and the ManiPoP algorithm (right) with 25% of the
pixels removed. The image contained 100 ⇥ 70 pixels prior to the randomly selected removal
of 25% of the pixels. A 10 ms per pixel acquisition time was used in these measurements.

Fig. 5. Depth and intensity images reconstructed using the cross-correlation technique
(left), the RDI-TV algorithm (middle), and the ManiPoP algorithm (right) with 50% of the
pixels removed. The image contained 100 ⇥ 70 pixels prior to the randomly selected removal
of 50% of the pixels. A 10 ms per pixel acquisition time was used in these measurements.

K. Kuzmenko et al., Opt. Exp. 28, 1330 (2020)10 ms acquisition time with 50% of pixels removed



LIDAR Performance Estimations

np =
EpulseFλ

hc
t

Alensρ
2πR2

e−2αRCinCdetη

Estimate of photon events recorded in timing bin corresponding 
     to peak of photo return histogram:

K. Kuzmenko et al., Opt. Exp. 28, 1330 (2020)

Epulse = laser pulse energy

F = laser rep. rate

λ = wavelength

t = acquisition time

Alens = collection area of lens

ρ = reflectivity of target (= 10%)

R = distance to target

α = attenuation coefficient of environment

Cin = internal loss of system (= 10 dB)

Cdet = temporal response of detector

η = detector SPDE (= 15% or 9%)

 = bin size (= 50 ns)τb

Background counts per bin: 

nb = tDCRτbF

Signal–to–noise 

SNR =
np

np + nb

Average laser power required for successful 
      imaging at distance R:

Pout =
hc
λ

2πR2np

AlensρtηCinCdet

26 µm SPAD 
DCR = 2.6kc/s



LIDAR Range
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achieved when longer acquisition times are employed. Whilst longer acquisition times may be
acceptable in some applications, such as certain environmental monitoring applications, for rapid
imaging applications the shorter acquisition times necessitate higher optical powers. We predict
that a LIDAR system incorporating Ge–on–Si SPADs would be able to form a depth image of an
object at a distance of 1 km while remaining eye–safe using per–pixel acquisition times as low
as 1 ms at 1310 nm wavelength or 3 ms at a wavelength of 1450 nm. The longer acquisition
times at longer wavelengths are related to the reduction in e�ciency at longer wavelengths
due to the decrease in the absorption coe�cient of Ge [39]. These acquisition times could be
further reduced by improving the SPDE through an increase in the thickness of the Ge absorber
in the SPAD devices [39]. The Ge-on-Si SPADs have a clear advantage due to the lack of an
energy barrier between the Ge absorber and Si avalanche region for the photogenerated electrons
[49], when compared to InGaAs/InP SPAD detectors where there is a significant energy barrier
between the InGaAs absorber and the InP multiplication region for the photogenerated holes to
traverse. With an optimized device design, this advantage could result in significantly increased
SPDE for Ge-on-Si SPAD detectors. These results are modelled using data for current generation
detectors which require cryogenic cooling, and further detector development is required in order
to achieve su�ciently low dark count rates in the operating range of Peltier cooling. In order
to achieve such higher temperature operation, performance improvements will be required by
way of reducing device volumes, use of optimized material and advanced device geometries, as
described in Vines et al. [39].

Fig. 7. The average laser power required to image a target at di�erent stand-o� distances
from 100 m to 1 km using 1310 nm (a) or 1450 nm (b) wavelength illuminating light. The
estimation considers di�erent acquisition times per pixel: 1 ms (magenta triangles), 3 ms
(blue triangles), 10 ms (red circles) and 30 ms (black squares). The estimate is based on a
collecting lens of 23 mm diameter and a 26 µm diameter planar Ge-on-Si SPAD operated
at a temperature of 125 K under an excess bias of 2.5% above avalanche breakdown. The
repetition rate of the pulsed illumination laser is 100 kHz.

Finally, the e�ect of a weakly attenuating medium was included in the model using di�erent
values of the attenuation coe�cient, a target stand–o� distance of 300 meters from the transceiver,
and a 10 ms acquisition time per pixel. Figure 8 shows the average optical power versus the
number of attenuation lengths, defined as a reduction of a factor of 1/e in the optical illumination
as the light travels in the attenuating medium. The results of the simulation show that less than
1 mW of average optical power would be required for successful single-pixel imaging through
a weak attenuating medium, and the average optical power increases to mW levels for higher
attenuation levels. As described by Tobin et al. [8], improved results are possible in imaging
applications by use of advanced computational imaging approaches.

≥ 1 km range for LIDAR for eye-safe laser powers (IEC-60825-1) for ≥ 1 ms averaging per pixel

23 mm aperture lens with 26 µm Ge-on-Si SPAD operating at 125 K, 2.5% excess bias & 100 kHz rep. rate

K. Kuzmenko et al., Opt. Exp. 28, 1330 (2020)

λ = 1310 nm 
SPDE = 15% 
DCR = 2.6kc/s

λ = 1450 nm 
SPDE = 9% 
DCR = 2.6kc/s

SNR = 1.4, internal system loss = 10 dB, reflectivity of target is Lambertian with 10% back-scatter



300 m Through Obscurants
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Fig. 8. The average laser power required to image a target at a stand-o� distance of 300
meters for di�erent attenuation lengths between the system and the target using operating
wavelengths of 1310 nm (black squares) and 1450 nm (red circles) and 10 ms per pixel
acquisition time. The SPAD operating conditions are the same as used in Fig. 7.

5. Conclusions

A laboratory-based LIDAR system incorporating an individual planar geometry Ge-on-Si SPAD
detector has been demonstrated over short range, and high-quality depth and intensity profiles have
been reconstructed. Whilst at an early stage of development, Ge-on-Si SPAD detector technology
o�ers high single-photon detection e�ciency, relatively low dark count rates and picosecond
temporal response [39] – key attributes for long-range single-photon LIDAR applications.
These detectors possess the advantages of compatibility with more mature Si technology while
expanding the wavelength of operation beyond the sensitivity of Si SPADs, potentially up to
1550 nm. LIDAR systems operating in SWIR benefit from lower solar background noise and
reduced atmospheric attenuation compared to systems operating in the NIR. More importantly,
significantly higher optical power levels can be used in the SWIR region compared to the NIR
region whilst remaining below laser eye-safety thresholds.

We acquired high-resolution 3D images of various targets using TCSPC technique in a dark
laboratory environment. Millimeter depth resolution 3D profiles were achieved at a stand–o�
distance of 0.4 m using per pixel acquisition times of milliseconds duration. All measurements
were performed using pW average optical power levels. We demonstrated the potential for a
reduction in the total acquisition time by obtaining partial information about the target and
reconstructing the depth and intensity profiles using the RDI-TV and ManiPoP algorithms. These
algorithms allow good image reconstruction even when large fractions of data are missing or
corrupted, in this case we demonstrated target reconstruction with 75% of the data removed. The
use of computational imaging algorithms that utilize spatial correlations o�er the capability of
full image reconstruction for partial scan coverage and for reductions in overall photon return,
although this can often result in a trade-o� with reduced image spatial resolution and prohibitively
long data processing times. Recent results in real-time video rate 3D reconstruction of complex
target scenes using single-photon data do point towards significant advances in the reduction of
the computational cost of some classes of these algorithms [50].

By extrapolating the laboratory performance using the LIDAR modelling, such a system
would require sub-mW average laser powers at wavelengths of 1310 nm and 1450 nm to reliably
register a depth measurement at 1 km range. The results were obtained using a prototype
individual Ge-on-Si SPAD, however the development of Ge-on-Si SPAD detector arrays could
lead to more rapid data acquisition over the full optical field, avoiding the need for optical
scanning. This provides clear motivation for the use of Ge–on–Si SPAD detector arrays for
eye-safe full–field, depth imaging at long range at video frame rates. The same LIDAR model was
used to provide estimations of the laser power required to image a target through an attenuating

K. Kuzmenko et al., Opt. Exp. 28, 1330 (2020)

23 mm aperture lens with 26 µm Ge-on-Si SPAD operating at 125 K, 2.5% excess bias & 100 kHz rep. rate

10 ms acquisition time per pixel

(to the target)

Eye-safe lidar feasible for automotive    
     motorway driving in weakly attenuating     
     media

Reconstruction algorithms & improved  
     SPDE at longer λ will improve  
     performance in obscurant media



Summary
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Planar design key resulting in 3 orders of magnitude reduction of DCR

SPDE up to 38% at 1310 nm & 125 K

Aim for telecoms wavelengths on Si at Peltier cooler temperatures

P. Vines et al., “High performance Ge-on-Si SPAD detectors” Nature Comms. 10, 1086 (2019)

NEP = 7.8 x 10–17 W/√Hz and 134 ± 10 ps jitter for 26 µm SPAD at 100 K

Afterpulsing at least x5 lower than InGaAs under identical conditions
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