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Fig. 7. Schematics of the proposed TOF macro-pixel circuit for the generic kth. Each SPAD in the pixel is connected to its own front-end circuit placed outside the
SPAD array. The front-end circuits output digital pulses of 4 ns upon the detection of single photons. These signals are then utilized as the input of a concurrence
detection circuit which, in turn, performs the coincidence detection function. TDC conversion time is reduced to 10 ns by distributing trigger events among four
TDCs. A local readout circuit combines the TDC results with their associated number of detected photons into 16-b words, which, in turn are written into a sync
FIFO.

circuit remains active for 4 ns upon a detected photon, a subse-
quent detected photon on any other front-end circuit will cause
the CD circuit to assert its output, thus achieving the desired
function of detecting spatiotemporal correlation events. This
macro-pixel circuit architecture, including the design of the CD
circuit, was introduced in [21] for a 12-SPAD TOFmacro-pixel.
In this work, we utilize the same circuit architecture. Nonethe-
less, the CD circuit was redesigned to detect concurrency of ac-
tive signals among 24 inputs, instead of only 12 inputs as used
in [21].
We also modified the front-end circuit to achieve shorter

dead-time and to add a JTAG interface to allow individual
SPADs to be disabled for test purposes. The schematics of the
front-end circuit are depicted in Fig. 8. With the exception of
the JTAG interface, the passive quenching and active recharge
circuit operation is the same as that used in [21]. In particular,
the D-flip-flop FF1, which maintains the enable/disable state
of its corresponding SPAD, is powered by a 1.8-V supply.
Its output is conveniently utilized as a cascode bias for a
thick-oxide (3.3 V) transistor , which forms a cascode
current source with transistor . The current value of this
source is designed to be much smaller than the so-called SPAD
latching current, thus ensuring proper avalanche quenching
[21]. A bias voltage is generated on-chip and is globally
distributed to all of the SPADs. The design of the SPADs, in-
cluding layout as well as the distribution of bias to the common
deep n-well cathode (VAPD), is strictly the same as in [21].
As the breakdown voltage at room temperature of the
SPADs is 22.3 V, an excess bias of 3.3 V above is
achieved with a VAPD of 25.6 V. Upon photon detection in
the SPAD, the avalanche current flows into the cascode current
source formed by and . As shown in Fig. 8(b), since
the SPAD current is much larger than the nominal current of
this current source, the anode voltage rises extremely
rapidly, thus reducing the bias across the SPAD towards
and eventually quenching its current. Once the SPAD is fully
quenched, its junction capacitance as well as any parasitic
capacitance on node is recharged towards ground by

the same current source. The voltage pulse on , whose
amplitude is approximately , is converted to a rectangular
digital pulse by an inverter, shown as in Fig. 8(b). The
duration of this pulse approximately defines the SPAD dead
time, i.e., the time during which the SPAD is unable to detect
subsequent photons, which was set to 20 ns in this work from
40 ns in [21] by adjusting the value of the cascode current
source. After a subsequent inversion, the rectangular pulse is
shortened to 4 ns by a simple monostable circuit, as shown in
Fig. 8(a). The SPAD-level JTAG interface consists of a shadow
D-flip-flop (FF2) that mirrors FF1 as well as additional logic
to implement usual functions such as capture (CAPT), update
(UPD), and shift register (SHIFT).
Referring back to Fig. 7, the remaining functions of the

macro-pixel include an adder circuit to sample the number of
photons involved in each correlation event, TDCs, and a FIFO
memory for synchronization with the subsequent stage, i.e.,
the DSP circuit. Not shown in Fig. 7, a monostable circuit is
added to the output of the CD circuit to generate manageable
trigger pulses of 4 ns, thus preventing metastability errors in
the subsequent stages. The 24-input of the adder is registered
upon CD trigger events, while its output encodes the correlated
photon count into a 5-b word. In [21], the maximum conversion
rate at which each TDC, and consequently the macro-pixel,
could record correlation events was limited to 12.5 Msample/s.
System-level simulations of our optical model revealed that
the previous conversion rate, which was limited by the off-chip
readout throughput, was insufficient under extreme conditions
of ambient light outdoors. The requirement for higher con-
version rates has also been aggravated by the increase of the
macro-pixel size from 12 SPADs in [21] to 24 SPADs in the
new pixel. In this work, we leveraged the data compression
enabled by the on-chip DSP and increased the maximum event
rate of each macro-pixel to 100 Msample/s, thus enhancing the
immunity of the TOF pixels to ambient light. This is achieved
by distributing correlation events to four pixel-level TDCs.
The implemented 12-b TDC array, which was introduced in
[27] and expanded to 64 TDCs in [23], takes four cycles of the
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Fig. 8. SPAD and front-end circuit. (a) Passive-quenching and active recharge
circuit featuring enable/disable capability via a JTAG interface. (b) Idealized
waveforms on nodes and illustrate the circuit operation
when a photon is detected. In normal operation, the output of FF1 is always
active. The leading edge of the pulse on node gives a very precise trigger
on the arrival time of the photon, typically on the order of 100 ps.

100-MHz SoC clock to complete a conversion. By sequentially
distributing correlation events among four TDCs, the effective
conversion time of a macro-pixel is reduced to 10 ns. The
event distribution is performed by an AND-based decoder that
is driven by a falling-edge-triggered 2-b counter, as shown in
the inset of Fig. 7. As can be seen in the figure, the propagation
delay from the input A of the decoder to any of its outputs

is perfectly matched, to the extent that the four
output AND gates are matched to one another. A pixel-level
TDC readout circuit operating at the SoC clock frequency
reads out valid TDC results with their corresponding number of
correlated photons, and encodes them into 16-b words that are
written into the synchronization FIFO. Since the DSP histogram
has 2048 bins (see Section III), it cannot accommodate the full
12-b resolution of the TDCs. The TDC resolution is therefore
compressed by one bit by discarding either the most or the
least significant bit, via the range selection signal RANGESEL.
Nominally, a TDC range of 853.3 ns [27] is utilized, thus
increasing its least-significant bit (LSB) resolution to 416.7 ps.
This setting corresponds to a resolution of 6.25 cm within a
range of 128 m of TOF distance. Optionally, RANGESEL may
be set via the JTAG controller to achieve a distance resolution
of 3.125 cm within a range of 64 m.

C. Digital Signal-Processing Circuit
The proposed histogram-based DSP algorithm in Section III

has the advantage of achieving virtually unique signal discrimi-
nation from uncorrelated noise in TOF evaluations. This advan-
tage comes at a cost related to circuit area and processing time.
The latter is a critical issue since, similar to other shot-noise

Fig. 9. Block-level diagram of the DSP circuit associated with each TOF
macro-pixel. In order to enable the histogram acquisition and the DSP at the
same time, every pixel comprises two memory blocks of 2048 11 b each.
These memory blocks are globally arranged into two memory banks: A and B.
First, memory bank A is assigned to histogram acquisition whereas bank B is
assigned to DSP circuits. Once the pixel acquisition time elapses, the banks
are swapped. The DSP circuits then process the previously acquired histogram
data in bank A, while bank B acquires new data.

limited optical detection systems, the overall performance de-
pends on the ability of the sensor to maximize its exposure to
the optical signal. For instance, suspending the photonic signal
acquisition of pixels to perform DSP and/or histogram reset
would indubitably affect ranging performance or image resolu-
tion. In our design, we have prevented the interruption of signal
acquisition by integrating two memory blocks of 2048 11 b
per pixel. These blocks are globally arranged in two memory
banks of 16 blocks each, namely, bank A and bank B. Fig. 9
shows a block diagram of the macro-pixel-level DSP circuit. It
implements two basic functions independently: histogram ac-
quisition and histogram DSP. The memory banks are assigned
successively to histogram acquisition and DSP via a mode-se-
lection signalMSEL.While the histogram acquisition of a given
column of pixels on a polygon facet is performed in memory
bank A, the DSP of the previously acquired data is performed
in memory bank B. Once the pixel acquisition time elapses for
that column, the memory banks are swapped and the process is
repeated. This approach therefore allows for the simultaneous
acquisition and processing of TOF data. As shown in Fig. 9,
the FIFO circuit of the macro-pixel is connected to the his-
togram acquisition circuit, which, in turn, builds a histogram
from the spatiotemporal correlated events originating from the
FIFO. The histogram DSP circuit, upon completion, registers
the multi-echo DSP results as well as the histogram integral
onto output registers, which are subsequently serially readout
off-chip.
Fig. 10(a) indicates the coordinates of pixels within the TOF

image frame as well as the actual positions of the subsections
comprising 202 16 pixels that are associated with the polyg-
onal mirror facets. Fig. 10(b) illustrates the waveform of a
number of relevant signals related to the image acquisition
from the TOF image frame level towards the pixel level. The
overall frame acquisition takes 100 ms when the sensor is oper-
ating at its nominal frame rate of 10 frame/s. Signal collection
cannot be performed when the sensor aperture is aligned with
the joining edges of the mirror facets. The effective exposure
time of each facet is therefore limited to 8.89 ms, as illustrated
in the figure. During the 7.77 ms of inactive time between
facets, most of the SoC functions, including pixels and the

TDC & Histogram Acquisition Architecture Example

Niclass et. al., JSSC, Jan. 2014

• Designed for a scanning LiDAR system.
• Detects SPAD events over multiple capture cycles and builds up a histogram in memory.
• Two memory banks allow for simultaneous histogram capture and readout for analysis by DSP block.
• TDC timing resolution is determined by the TDC clock rate.
• Typical LiDAR would have an array of these blocks, one for each vertical pixel.
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Fig. 7. Schematics of the proposed TOF macro-pixel circuit for the generic kth. Each SPAD in the pixel is connected to its own front-end circuit placed outside the
SPAD array. The front-end circuits output digital pulses of 4 ns upon the detection of single photons. These signals are then utilized as the input of a concurrence
detection circuit which, in turn, performs the coincidence detection function. TDC conversion time is reduced to 10 ns by distributing trigger events among four
TDCs. A local readout circuit combines the TDC results with their associated number of detected photons into 16-b words, which, in turn are written into a sync
FIFO.

circuit remains active for 4 ns upon a detected photon, a subse-
quent detected photon on any other front-end circuit will cause
the CD circuit to assert its output, thus achieving the desired
function of detecting spatiotemporal correlation events. This
macro-pixel circuit architecture, including the design of the CD
circuit, was introduced in [21] for a 12-SPAD TOFmacro-pixel.
In this work, we utilize the same circuit architecture. Nonethe-
less, the CD circuit was redesigned to detect concurrency of ac-
tive signals among 24 inputs, instead of only 12 inputs as used
in [21].
We also modified the front-end circuit to achieve shorter

dead-time and to add a JTAG interface to allow individual
SPADs to be disabled for test purposes. The schematics of the
front-end circuit are depicted in Fig. 8. With the exception of
the JTAG interface, the passive quenching and active recharge
circuit operation is the same as that used in [21]. In particular,
the D-flip-flop FF1, which maintains the enable/disable state
of its corresponding SPAD, is powered by a 1.8-V supply.
Its output is conveniently utilized as a cascode bias for a
thick-oxide (3.3 V) transistor , which forms a cascode
current source with transistor . The current value of this
source is designed to be much smaller than the so-called SPAD
latching current, thus ensuring proper avalanche quenching
[21]. A bias voltage is generated on-chip and is globally
distributed to all of the SPADs. The design of the SPADs, in-
cluding layout as well as the distribution of bias to the common
deep n-well cathode (VAPD), is strictly the same as in [21].
As the breakdown voltage at room temperature of the
SPADs is 22.3 V, an excess bias of 3.3 V above is
achieved with a VAPD of 25.6 V. Upon photon detection in
the SPAD, the avalanche current flows into the cascode current
source formed by and . As shown in Fig. 8(b), since
the SPAD current is much larger than the nominal current of
this current source, the anode voltage rises extremely
rapidly, thus reducing the bias across the SPAD towards
and eventually quenching its current. Once the SPAD is fully
quenched, its junction capacitance as well as any parasitic
capacitance on node is recharged towards ground by

the same current source. The voltage pulse on , whose
amplitude is approximately , is converted to a rectangular
digital pulse by an inverter, shown as in Fig. 8(b). The
duration of this pulse approximately defines the SPAD dead
time, i.e., the time during which the SPAD is unable to detect
subsequent photons, which was set to 20 ns in this work from
40 ns in [21] by adjusting the value of the cascode current
source. After a subsequent inversion, the rectangular pulse is
shortened to 4 ns by a simple monostable circuit, as shown in
Fig. 8(a). The SPAD-level JTAG interface consists of a shadow
D-flip-flop (FF2) that mirrors FF1 as well as additional logic
to implement usual functions such as capture (CAPT), update
(UPD), and shift register (SHIFT).
Referring back to Fig. 7, the remaining functions of the

macro-pixel include an adder circuit to sample the number of
photons involved in each correlation event, TDCs, and a FIFO
memory for synchronization with the subsequent stage, i.e.,
the DSP circuit. Not shown in Fig. 7, a monostable circuit is
added to the output of the CD circuit to generate manageable
trigger pulses of 4 ns, thus preventing metastability errors in
the subsequent stages. The 24-input of the adder is registered
upon CD trigger events, while its output encodes the correlated
photon count into a 5-b word. In [21], the maximum conversion
rate at which each TDC, and consequently the macro-pixel,
could record correlation events was limited to 12.5 Msample/s.
System-level simulations of our optical model revealed that
the previous conversion rate, which was limited by the off-chip
readout throughput, was insufficient under extreme conditions
of ambient light outdoors. The requirement for higher con-
version rates has also been aggravated by the increase of the
macro-pixel size from 12 SPADs in [21] to 24 SPADs in the
new pixel. In this work, we leveraged the data compression
enabled by the on-chip DSP and increased the maximum event
rate of each macro-pixel to 100 Msample/s, thus enhancing the
immunity of the TOF pixels to ambient light. This is achieved
by distributing correlation events to four pixel-level TDCs.
The implemented 12-b TDC array, which was introduced in
[27] and expanded to 64 TDCs in [23], takes four cycles of the
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Fig. 8. SPAD and front-end circuit. (a) Passive-quenching and active recharge
circuit featuring enable/disable capability via a JTAG interface. (b) Idealized
waveforms on nodes and illustrate the circuit operation
when a photon is detected. In normal operation, the output of FF1 is always
active. The leading edge of the pulse on node gives a very precise trigger
on the arrival time of the photon, typically on the order of 100 ps.

100-MHz SoC clock to complete a conversion. By sequentially
distributing correlation events among four TDCs, the effective
conversion time of a macro-pixel is reduced to 10 ns. The
event distribution is performed by an AND-based decoder that
is driven by a falling-edge-triggered 2-b counter, as shown in
the inset of Fig. 7. As can be seen in the figure, the propagation
delay from the input A of the decoder to any of its outputs

is perfectly matched, to the extent that the four
output AND gates are matched to one another. A pixel-level
TDC readout circuit operating at the SoC clock frequency
reads out valid TDC results with their corresponding number of
correlated photons, and encodes them into 16-b words that are
written into the synchronization FIFO. Since the DSP histogram
has 2048 bins (see Section III), it cannot accommodate the full
12-b resolution of the TDCs. The TDC resolution is therefore
compressed by one bit by discarding either the most or the
least significant bit, via the range selection signal RANGESEL.
Nominally, a TDC range of 853.3 ns [27] is utilized, thus
increasing its least-significant bit (LSB) resolution to 416.7 ps.
This setting corresponds to a resolution of 6.25 cm within a
range of 128 m of TOF distance. Optionally, RANGESEL may
be set via the JTAG controller to achieve a distance resolution
of 3.125 cm within a range of 64 m.

C. Digital Signal-Processing Circuit
The proposed histogram-based DSP algorithm in Section III

has the advantage of achieving virtually unique signal discrimi-
nation from uncorrelated noise in TOF evaluations. This advan-
tage comes at a cost related to circuit area and processing time.
The latter is a critical issue since, similar to other shot-noise

Fig. 9. Block-level diagram of the DSP circuit associated with each TOF
macro-pixel. In order to enable the histogram acquisition and the DSP at the
same time, every pixel comprises two memory blocks of 2048 11 b each.
These memory blocks are globally arranged into two memory banks: A and B.
First, memory bank A is assigned to histogram acquisition whereas bank B is
assigned to DSP circuits. Once the pixel acquisition time elapses, the banks
are swapped. The DSP circuits then process the previously acquired histogram
data in bank A, while bank B acquires new data.

limited optical detection systems, the overall performance de-
pends on the ability of the sensor to maximize its exposure to
the optical signal. For instance, suspending the photonic signal
acquisition of pixels to perform DSP and/or histogram reset
would indubitably affect ranging performance or image resolu-
tion. In our design, we have prevented the interruption of signal
acquisition by integrating two memory blocks of 2048 11 b
per pixel. These blocks are globally arranged in two memory
banks of 16 blocks each, namely, bank A and bank B. Fig. 9
shows a block diagram of the macro-pixel-level DSP circuit. It
implements two basic functions independently: histogram ac-
quisition and histogram DSP. The memory banks are assigned
successively to histogram acquisition and DSP via a mode-se-
lection signalMSEL.While the histogram acquisition of a given
column of pixels on a polygon facet is performed in memory
bank A, the DSP of the previously acquired data is performed
in memory bank B. Once the pixel acquisition time elapses for
that column, the memory banks are swapped and the process is
repeated. This approach therefore allows for the simultaneous
acquisition and processing of TOF data. As shown in Fig. 9,
the FIFO circuit of the macro-pixel is connected to the his-
togram acquisition circuit, which, in turn, builds a histogram
from the spatiotemporal correlated events originating from the
FIFO. The histogram DSP circuit, upon completion, registers
the multi-echo DSP results as well as the histogram integral
onto output registers, which are subsequently serially readout
off-chip.
Fig. 10(a) indicates the coordinates of pixels within the TOF

image frame as well as the actual positions of the subsections
comprising 202 16 pixels that are associated with the polyg-
onal mirror facets. Fig. 10(b) illustrates the waveform of a
number of relevant signals related to the image acquisition
from the TOF image frame level towards the pixel level. The
overall frame acquisition takes 100 ms when the sensor is oper-
ating at its nominal frame rate of 10 frame/s. Signal collection
cannot be performed when the sensor aperture is aligned with
the joining edges of the mirror facets. The effective exposure
time of each facet is therefore limited to 8.89 ms, as illustrated
in the figure. During the 7.77 ms of inactive time between
facets, most of the SoC functions, including pixels and the

TDC & Histogram Acquisition Architecture Example

Niclass et. al., JSSC, Jan. 2014

• Designed for a scanning LiDAR system.
• Detects SPAD events over multiple capture cycles and builds up a histogram in memory.
• Two memory banks allow for simultaneous histogram capture and readout for analysis by DSP block.
• TDC timing resolution is determined by the TDC clock rate.
• Typical LiDAR would have an array of these blocks, one for each vertical pixel.

SPAD 
Detectors
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Fig. 7. Schematics of the proposed TOF macro-pixel circuit for the generic kth. Each SPAD in the pixel is connected to its own front-end circuit placed outside the
SPAD array. The front-end circuits output digital pulses of 4 ns upon the detection of single photons. These signals are then utilized as the input of a concurrence
detection circuit which, in turn, performs the coincidence detection function. TDC conversion time is reduced to 10 ns by distributing trigger events among four
TDCs. A local readout circuit combines the TDC results with their associated number of detected photons into 16-b words, which, in turn are written into a sync
FIFO.

circuit remains active for 4 ns upon a detected photon, a subse-
quent detected photon on any other front-end circuit will cause
the CD circuit to assert its output, thus achieving the desired
function of detecting spatiotemporal correlation events. This
macro-pixel circuit architecture, including the design of the CD
circuit, was introduced in [21] for a 12-SPAD TOFmacro-pixel.
In this work, we utilize the same circuit architecture. Nonethe-
less, the CD circuit was redesigned to detect concurrency of ac-
tive signals among 24 inputs, instead of only 12 inputs as used
in [21].
We also modified the front-end circuit to achieve shorter

dead-time and to add a JTAG interface to allow individual
SPADs to be disabled for test purposes. The schematics of the
front-end circuit are depicted in Fig. 8. With the exception of
the JTAG interface, the passive quenching and active recharge
circuit operation is the same as that used in [21]. In particular,
the D-flip-flop FF1, which maintains the enable/disable state
of its corresponding SPAD, is powered by a 1.8-V supply.
Its output is conveniently utilized as a cascode bias for a
thick-oxide (3.3 V) transistor , which forms a cascode
current source with transistor . The current value of this
source is designed to be much smaller than the so-called SPAD
latching current, thus ensuring proper avalanche quenching
[21]. A bias voltage is generated on-chip and is globally
distributed to all of the SPADs. The design of the SPADs, in-
cluding layout as well as the distribution of bias to the common
deep n-well cathode (VAPD), is strictly the same as in [21].
As the breakdown voltage at room temperature of the
SPADs is 22.3 V, an excess bias of 3.3 V above is
achieved with a VAPD of 25.6 V. Upon photon detection in
the SPAD, the avalanche current flows into the cascode current
source formed by and . As shown in Fig. 8(b), since
the SPAD current is much larger than the nominal current of
this current source, the anode voltage rises extremely
rapidly, thus reducing the bias across the SPAD towards
and eventually quenching its current. Once the SPAD is fully
quenched, its junction capacitance as well as any parasitic
capacitance on node is recharged towards ground by

the same current source. The voltage pulse on , whose
amplitude is approximately , is converted to a rectangular
digital pulse by an inverter, shown as in Fig. 8(b). The
duration of this pulse approximately defines the SPAD dead
time, i.e., the time during which the SPAD is unable to detect
subsequent photons, which was set to 20 ns in this work from
40 ns in [21] by adjusting the value of the cascode current
source. After a subsequent inversion, the rectangular pulse is
shortened to 4 ns by a simple monostable circuit, as shown in
Fig. 8(a). The SPAD-level JTAG interface consists of a shadow
D-flip-flop (FF2) that mirrors FF1 as well as additional logic
to implement usual functions such as capture (CAPT), update
(UPD), and shift register (SHIFT).
Referring back to Fig. 7, the remaining functions of the

macro-pixel include an adder circuit to sample the number of
photons involved in each correlation event, TDCs, and a FIFO
memory for synchronization with the subsequent stage, i.e.,
the DSP circuit. Not shown in Fig. 7, a monostable circuit is
added to the output of the CD circuit to generate manageable
trigger pulses of 4 ns, thus preventing metastability errors in
the subsequent stages. The 24-input of the adder is registered
upon CD trigger events, while its output encodes the correlated
photon count into a 5-b word. In [21], the maximum conversion
rate at which each TDC, and consequently the macro-pixel,
could record correlation events was limited to 12.5 Msample/s.
System-level simulations of our optical model revealed that
the previous conversion rate, which was limited by the off-chip
readout throughput, was insufficient under extreme conditions
of ambient light outdoors. The requirement for higher con-
version rates has also been aggravated by the increase of the
macro-pixel size from 12 SPADs in [21] to 24 SPADs in the
new pixel. In this work, we leveraged the data compression
enabled by the on-chip DSP and increased the maximum event
rate of each macro-pixel to 100 Msample/s, thus enhancing the
immunity of the TOF pixels to ambient light. This is achieved
by distributing correlation events to four pixel-level TDCs.
The implemented 12-b TDC array, which was introduced in
[27] and expanded to 64 TDCs in [23], takes four cycles of the

NICLASS et al.: 0.18- m CMOS SOC FOR A 100-m-RANGE 10-FRAME/S 200 96-PIXEL TIME-OF-FLIGHT DEPTH SENSOR 321

Fig. 8. SPAD and front-end circuit. (a) Passive-quenching and active recharge
circuit featuring enable/disable capability via a JTAG interface. (b) Idealized
waveforms on nodes and illustrate the circuit operation
when a photon is detected. In normal operation, the output of FF1 is always
active. The leading edge of the pulse on node gives a very precise trigger
on the arrival time of the photon, typically on the order of 100 ps.

100-MHz SoC clock to complete a conversion. By sequentially
distributing correlation events among four TDCs, the effective
conversion time of a macro-pixel is reduced to 10 ns. The
event distribution is performed by an AND-based decoder that
is driven by a falling-edge-triggered 2-b counter, as shown in
the inset of Fig. 7. As can be seen in the figure, the propagation
delay from the input A of the decoder to any of its outputs

is perfectly matched, to the extent that the four
output AND gates are matched to one another. A pixel-level
TDC readout circuit operating at the SoC clock frequency
reads out valid TDC results with their corresponding number of
correlated photons, and encodes them into 16-b words that are
written into the synchronization FIFO. Since the DSP histogram
has 2048 bins (see Section III), it cannot accommodate the full
12-b resolution of the TDCs. The TDC resolution is therefore
compressed by one bit by discarding either the most or the
least significant bit, via the range selection signal RANGESEL.
Nominally, a TDC range of 853.3 ns [27] is utilized, thus
increasing its least-significant bit (LSB) resolution to 416.7 ps.
This setting corresponds to a resolution of 6.25 cm within a
range of 128 m of TOF distance. Optionally, RANGESEL may
be set via the JTAG controller to achieve a distance resolution
of 3.125 cm within a range of 64 m.

C. Digital Signal-Processing Circuit
The proposed histogram-based DSP algorithm in Section III

has the advantage of achieving virtually unique signal discrimi-
nation from uncorrelated noise in TOF evaluations. This advan-
tage comes at a cost related to circuit area and processing time.
The latter is a critical issue since, similar to other shot-noise

Fig. 9. Block-level diagram of the DSP circuit associated with each TOF
macro-pixel. In order to enable the histogram acquisition and the DSP at the
same time, every pixel comprises two memory blocks of 2048 11 b each.
These memory blocks are globally arranged into two memory banks: A and B.
First, memory bank A is assigned to histogram acquisition whereas bank B is
assigned to DSP circuits. Once the pixel acquisition time elapses, the banks
are swapped. The DSP circuits then process the previously acquired histogram
data in bank A, while bank B acquires new data.

limited optical detection systems, the overall performance de-
pends on the ability of the sensor to maximize its exposure to
the optical signal. For instance, suspending the photonic signal
acquisition of pixels to perform DSP and/or histogram reset
would indubitably affect ranging performance or image resolu-
tion. In our design, we have prevented the interruption of signal
acquisition by integrating two memory blocks of 2048 11 b
per pixel. These blocks are globally arranged in two memory
banks of 16 blocks each, namely, bank A and bank B. Fig. 9
shows a block diagram of the macro-pixel-level DSP circuit. It
implements two basic functions independently: histogram ac-
quisition and histogram DSP. The memory banks are assigned
successively to histogram acquisition and DSP via a mode-se-
lection signalMSEL.While the histogram acquisition of a given
column of pixels on a polygon facet is performed in memory
bank A, the DSP of the previously acquired data is performed
in memory bank B. Once the pixel acquisition time elapses for
that column, the memory banks are swapped and the process is
repeated. This approach therefore allows for the simultaneous
acquisition and processing of TOF data. As shown in Fig. 9,
the FIFO circuit of the macro-pixel is connected to the his-
togram acquisition circuit, which, in turn, builds a histogram
from the spatiotemporal correlated events originating from the
FIFO. The histogram DSP circuit, upon completion, registers
the multi-echo DSP results as well as the histogram integral
onto output registers, which are subsequently serially readout
off-chip.
Fig. 10(a) indicates the coordinates of pixels within the TOF

image frame as well as the actual positions of the subsections
comprising 202 16 pixels that are associated with the polyg-
onal mirror facets. Fig. 10(b) illustrates the waveform of a
number of relevant signals related to the image acquisition
from the TOF image frame level towards the pixel level. The
overall frame acquisition takes 100 ms when the sensor is oper-
ating at its nominal frame rate of 10 frame/s. Signal collection
cannot be performed when the sensor aperture is aligned with
the joining edges of the mirror facets. The effective exposure
time of each facet is therefore limited to 8.89 ms, as illustrated
in the figure. During the 7.77 ms of inactive time between
facets, most of the SoC functions, including pixels and the

TDC & Histogram Acquisition Architecture Example

Niclass et. al., JSSC, Jan. 2014

• Designed for a scanning LiDAR system.
• Detects SPAD events over multiple capture cycles and builds up a histogram in memory.
• Two memory banks allow for simultaneous histogram capture and readout for analysis by DSP block.
• TDC timing resolution is determined by the TDC clock rate.
• Typical LiDAR would have an array of these blocks, one for each vertical pixel.
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Fig. 7. Schematics of the proposed TOF macro-pixel circuit for the generic kth. Each SPAD in the pixel is connected to its own front-end circuit placed outside the
SPAD array. The front-end circuits output digital pulses of 4 ns upon the detection of single photons. These signals are then utilized as the input of a concurrence
detection circuit which, in turn, performs the coincidence detection function. TDC conversion time is reduced to 10 ns by distributing trigger events among four
TDCs. A local readout circuit combines the TDC results with their associated number of detected photons into 16-b words, which, in turn are written into a sync
FIFO.

circuit remains active for 4 ns upon a detected photon, a subse-
quent detected photon on any other front-end circuit will cause
the CD circuit to assert its output, thus achieving the desired
function of detecting spatiotemporal correlation events. This
macro-pixel circuit architecture, including the design of the CD
circuit, was introduced in [21] for a 12-SPAD TOFmacro-pixel.
In this work, we utilize the same circuit architecture. Nonethe-
less, the CD circuit was redesigned to detect concurrency of ac-
tive signals among 24 inputs, instead of only 12 inputs as used
in [21].
We also modified the front-end circuit to achieve shorter

dead-time and to add a JTAG interface to allow individual
SPADs to be disabled for test purposes. The schematics of the
front-end circuit are depicted in Fig. 8. With the exception of
the JTAG interface, the passive quenching and active recharge
circuit operation is the same as that used in [21]. In particular,
the D-flip-flop FF1, which maintains the enable/disable state
of its corresponding SPAD, is powered by a 1.8-V supply.
Its output is conveniently utilized as a cascode bias for a
thick-oxide (3.3 V) transistor , which forms a cascode
current source with transistor . The current value of this
source is designed to be much smaller than the so-called SPAD
latching current, thus ensuring proper avalanche quenching
[21]. A bias voltage is generated on-chip and is globally
distributed to all of the SPADs. The design of the SPADs, in-
cluding layout as well as the distribution of bias to the common
deep n-well cathode (VAPD), is strictly the same as in [21].
As the breakdown voltage at room temperature of the
SPADs is 22.3 V, an excess bias of 3.3 V above is
achieved with a VAPD of 25.6 V. Upon photon detection in
the SPAD, the avalanche current flows into the cascode current
source formed by and . As shown in Fig. 8(b), since
the SPAD current is much larger than the nominal current of
this current source, the anode voltage rises extremely
rapidly, thus reducing the bias across the SPAD towards
and eventually quenching its current. Once the SPAD is fully
quenched, its junction capacitance as well as any parasitic
capacitance on node is recharged towards ground by

the same current source. The voltage pulse on , whose
amplitude is approximately , is converted to a rectangular
digital pulse by an inverter, shown as in Fig. 8(b). The
duration of this pulse approximately defines the SPAD dead
time, i.e., the time during which the SPAD is unable to detect
subsequent photons, which was set to 20 ns in this work from
40 ns in [21] by adjusting the value of the cascode current
source. After a subsequent inversion, the rectangular pulse is
shortened to 4 ns by a simple monostable circuit, as shown in
Fig. 8(a). The SPAD-level JTAG interface consists of a shadow
D-flip-flop (FF2) that mirrors FF1 as well as additional logic
to implement usual functions such as capture (CAPT), update
(UPD), and shift register (SHIFT).
Referring back to Fig. 7, the remaining functions of the

macro-pixel include an adder circuit to sample the number of
photons involved in each correlation event, TDCs, and a FIFO
memory for synchronization with the subsequent stage, i.e.,
the DSP circuit. Not shown in Fig. 7, a monostable circuit is
added to the output of the CD circuit to generate manageable
trigger pulses of 4 ns, thus preventing metastability errors in
the subsequent stages. The 24-input of the adder is registered
upon CD trigger events, while its output encodes the correlated
photon count into a 5-b word. In [21], the maximum conversion
rate at which each TDC, and consequently the macro-pixel,
could record correlation events was limited to 12.5 Msample/s.
System-level simulations of our optical model revealed that
the previous conversion rate, which was limited by the off-chip
readout throughput, was insufficient under extreme conditions
of ambient light outdoors. The requirement for higher con-
version rates has also been aggravated by the increase of the
macro-pixel size from 12 SPADs in [21] to 24 SPADs in the
new pixel. In this work, we leveraged the data compression
enabled by the on-chip DSP and increased the maximum event
rate of each macro-pixel to 100 Msample/s, thus enhancing the
immunity of the TOF pixels to ambient light. This is achieved
by distributing correlation events to four pixel-level TDCs.
The implemented 12-b TDC array, which was introduced in
[27] and expanded to 64 TDCs in [23], takes four cycles of the
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Fig. 8. SPAD and front-end circuit. (a) Passive-quenching and active recharge
circuit featuring enable/disable capability via a JTAG interface. (b) Idealized
waveforms on nodes and illustrate the circuit operation
when a photon is detected. In normal operation, the output of FF1 is always
active. The leading edge of the pulse on node gives a very precise trigger
on the arrival time of the photon, typically on the order of 100 ps.

100-MHz SoC clock to complete a conversion. By sequentially
distributing correlation events among four TDCs, the effective
conversion time of a macro-pixel is reduced to 10 ns. The
event distribution is performed by an AND-based decoder that
is driven by a falling-edge-triggered 2-b counter, as shown in
the inset of Fig. 7. As can be seen in the figure, the propagation
delay from the input A of the decoder to any of its outputs

is perfectly matched, to the extent that the four
output AND gates are matched to one another. A pixel-level
TDC readout circuit operating at the SoC clock frequency
reads out valid TDC results with their corresponding number of
correlated photons, and encodes them into 16-b words that are
written into the synchronization FIFO. Since the DSP histogram
has 2048 bins (see Section III), it cannot accommodate the full
12-b resolution of the TDCs. The TDC resolution is therefore
compressed by one bit by discarding either the most or the
least significant bit, via the range selection signal RANGESEL.
Nominally, a TDC range of 853.3 ns [27] is utilized, thus
increasing its least-significant bit (LSB) resolution to 416.7 ps.
This setting corresponds to a resolution of 6.25 cm within a
range of 128 m of TOF distance. Optionally, RANGESEL may
be set via the JTAG controller to achieve a distance resolution
of 3.125 cm within a range of 64 m.

C. Digital Signal-Processing Circuit
The proposed histogram-based DSP algorithm in Section III

has the advantage of achieving virtually unique signal discrimi-
nation from uncorrelated noise in TOF evaluations. This advan-
tage comes at a cost related to circuit area and processing time.
The latter is a critical issue since, similar to other shot-noise

Fig. 9. Block-level diagram of the DSP circuit associated with each TOF
macro-pixel. In order to enable the histogram acquisition and the DSP at the
same time, every pixel comprises two memory blocks of 2048 11 b each.
These memory blocks are globally arranged into two memory banks: A and B.
First, memory bank A is assigned to histogram acquisition whereas bank B is
assigned to DSP circuits. Once the pixel acquisition time elapses, the banks
are swapped. The DSP circuits then process the previously acquired histogram
data in bank A, while bank B acquires new data.

limited optical detection systems, the overall performance de-
pends on the ability of the sensor to maximize its exposure to
the optical signal. For instance, suspending the photonic signal
acquisition of pixels to perform DSP and/or histogram reset
would indubitably affect ranging performance or image resolu-
tion. In our design, we have prevented the interruption of signal
acquisition by integrating two memory blocks of 2048 11 b
per pixel. These blocks are globally arranged in two memory
banks of 16 blocks each, namely, bank A and bank B. Fig. 9
shows a block diagram of the macro-pixel-level DSP circuit. It
implements two basic functions independently: histogram ac-
quisition and histogram DSP. The memory banks are assigned
successively to histogram acquisition and DSP via a mode-se-
lection signalMSEL.While the histogram acquisition of a given
column of pixels on a polygon facet is performed in memory
bank A, the DSP of the previously acquired data is performed
in memory bank B. Once the pixel acquisition time elapses for
that column, the memory banks are swapped and the process is
repeated. This approach therefore allows for the simultaneous
acquisition and processing of TOF data. As shown in Fig. 9,
the FIFO circuit of the macro-pixel is connected to the his-
togram acquisition circuit, which, in turn, builds a histogram
from the spatiotemporal correlated events originating from the
FIFO. The histogram DSP circuit, upon completion, registers
the multi-echo DSP results as well as the histogram integral
onto output registers, which are subsequently serially readout
off-chip.
Fig. 10(a) indicates the coordinates of pixels within the TOF

image frame as well as the actual positions of the subsections
comprising 202 16 pixels that are associated with the polyg-
onal mirror facets. Fig. 10(b) illustrates the waveform of a
number of relevant signals related to the image acquisition
from the TOF image frame level towards the pixel level. The
overall frame acquisition takes 100 ms when the sensor is oper-
ating at its nominal frame rate of 10 frame/s. Signal collection
cannot be performed when the sensor aperture is aligned with
the joining edges of the mirror facets. The effective exposure
time of each facet is therefore limited to 8.89 ms, as illustrated
in the figure. During the 7.77 ms of inactive time between
facets, most of the SoC functions, including pixels and the

TDC & Histogram Acquisition Architecture Example

Niclass et. al., JSSC, Jan. 2014

• Designed for a scanning LiDAR system.
• Detects SPAD events over multiple capture cycles and builds up a histogram in memory.
• Two memory banks allow for simultaneous histogram capture and readout for analysis by DSP block.
• TDC timing resolution is determined by the TDC clock rate.
• Typical LiDAR would have an array of these blocks, one for each vertical pixel.
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Fig. 7. Schematics of the proposed TOF macro-pixel circuit for the generic kth. Each SPAD in the pixel is connected to its own front-end circuit placed outside the
SPAD array. The front-end circuits output digital pulses of 4 ns upon the detection of single photons. These signals are then utilized as the input of a concurrence
detection circuit which, in turn, performs the coincidence detection function. TDC conversion time is reduced to 10 ns by distributing trigger events among four
TDCs. A local readout circuit combines the TDC results with their associated number of detected photons into 16-b words, which, in turn are written into a sync
FIFO.

circuit remains active for 4 ns upon a detected photon, a subse-
quent detected photon on any other front-end circuit will cause
the CD circuit to assert its output, thus achieving the desired
function of detecting spatiotemporal correlation events. This
macro-pixel circuit architecture, including the design of the CD
circuit, was introduced in [21] for a 12-SPAD TOFmacro-pixel.
In this work, we utilize the same circuit architecture. Nonethe-
less, the CD circuit was redesigned to detect concurrency of ac-
tive signals among 24 inputs, instead of only 12 inputs as used
in [21].
We also modified the front-end circuit to achieve shorter

dead-time and to add a JTAG interface to allow individual
SPADs to be disabled for test purposes. The schematics of the
front-end circuit are depicted in Fig. 8. With the exception of
the JTAG interface, the passive quenching and active recharge
circuit operation is the same as that used in [21]. In particular,
the D-flip-flop FF1, which maintains the enable/disable state
of its corresponding SPAD, is powered by a 1.8-V supply.
Its output is conveniently utilized as a cascode bias for a
thick-oxide (3.3 V) transistor , which forms a cascode
current source with transistor . The current value of this
source is designed to be much smaller than the so-called SPAD
latching current, thus ensuring proper avalanche quenching
[21]. A bias voltage is generated on-chip and is globally
distributed to all of the SPADs. The design of the SPADs, in-
cluding layout as well as the distribution of bias to the common
deep n-well cathode (VAPD), is strictly the same as in [21].
As the breakdown voltage at room temperature of the
SPADs is 22.3 V, an excess bias of 3.3 V above is
achieved with a VAPD of 25.6 V. Upon photon detection in
the SPAD, the avalanche current flows into the cascode current
source formed by and . As shown in Fig. 8(b), since
the SPAD current is much larger than the nominal current of
this current source, the anode voltage rises extremely
rapidly, thus reducing the bias across the SPAD towards
and eventually quenching its current. Once the SPAD is fully
quenched, its junction capacitance as well as any parasitic
capacitance on node is recharged towards ground by

the same current source. The voltage pulse on , whose
amplitude is approximately , is converted to a rectangular
digital pulse by an inverter, shown as in Fig. 8(b). The
duration of this pulse approximately defines the SPAD dead
time, i.e., the time during which the SPAD is unable to detect
subsequent photons, which was set to 20 ns in this work from
40 ns in [21] by adjusting the value of the cascode current
source. After a subsequent inversion, the rectangular pulse is
shortened to 4 ns by a simple monostable circuit, as shown in
Fig. 8(a). The SPAD-level JTAG interface consists of a shadow
D-flip-flop (FF2) that mirrors FF1 as well as additional logic
to implement usual functions such as capture (CAPT), update
(UPD), and shift register (SHIFT).
Referring back to Fig. 7, the remaining functions of the

macro-pixel include an adder circuit to sample the number of
photons involved in each correlation event, TDCs, and a FIFO
memory for synchronization with the subsequent stage, i.e.,
the DSP circuit. Not shown in Fig. 7, a monostable circuit is
added to the output of the CD circuit to generate manageable
trigger pulses of 4 ns, thus preventing metastability errors in
the subsequent stages. The 24-input of the adder is registered
upon CD trigger events, while its output encodes the correlated
photon count into a 5-b word. In [21], the maximum conversion
rate at which each TDC, and consequently the macro-pixel,
could record correlation events was limited to 12.5 Msample/s.
System-level simulations of our optical model revealed that
the previous conversion rate, which was limited by the off-chip
readout throughput, was insufficient under extreme conditions
of ambient light outdoors. The requirement for higher con-
version rates has also been aggravated by the increase of the
macro-pixel size from 12 SPADs in [21] to 24 SPADs in the
new pixel. In this work, we leveraged the data compression
enabled by the on-chip DSP and increased the maximum event
rate of each macro-pixel to 100 Msample/s, thus enhancing the
immunity of the TOF pixels to ambient light. This is achieved
by distributing correlation events to four pixel-level TDCs.
The implemented 12-b TDC array, which was introduced in
[27] and expanded to 64 TDCs in [23], takes four cycles of the
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Fig. 8. SPAD and front-end circuit. (a) Passive-quenching and active recharge
circuit featuring enable/disable capability via a JTAG interface. (b) Idealized
waveforms on nodes and illustrate the circuit operation
when a photon is detected. In normal operation, the output of FF1 is always
active. The leading edge of the pulse on node gives a very precise trigger
on the arrival time of the photon, typically on the order of 100 ps.

100-MHz SoC clock to complete a conversion. By sequentially
distributing correlation events among four TDCs, the effective
conversion time of a macro-pixel is reduced to 10 ns. The
event distribution is performed by an AND-based decoder that
is driven by a falling-edge-triggered 2-b counter, as shown in
the inset of Fig. 7. As can be seen in the figure, the propagation
delay from the input A of the decoder to any of its outputs

is perfectly matched, to the extent that the four
output AND gates are matched to one another. A pixel-level
TDC readout circuit operating at the SoC clock frequency
reads out valid TDC results with their corresponding number of
correlated photons, and encodes them into 16-b words that are
written into the synchronization FIFO. Since the DSP histogram
has 2048 bins (see Section III), it cannot accommodate the full
12-b resolution of the TDCs. The TDC resolution is therefore
compressed by one bit by discarding either the most or the
least significant bit, via the range selection signal RANGESEL.
Nominally, a TDC range of 853.3 ns [27] is utilized, thus
increasing its least-significant bit (LSB) resolution to 416.7 ps.
This setting corresponds to a resolution of 6.25 cm within a
range of 128 m of TOF distance. Optionally, RANGESEL may
be set via the JTAG controller to achieve a distance resolution
of 3.125 cm within a range of 64 m.

C. Digital Signal-Processing Circuit
The proposed histogram-based DSP algorithm in Section III

has the advantage of achieving virtually unique signal discrimi-
nation from uncorrelated noise in TOF evaluations. This advan-
tage comes at a cost related to circuit area and processing time.
The latter is a critical issue since, similar to other shot-noise

Fig. 9. Block-level diagram of the DSP circuit associated with each TOF
macro-pixel. In order to enable the histogram acquisition and the DSP at the
same time, every pixel comprises two memory blocks of 2048 11 b each.
These memory blocks are globally arranged into two memory banks: A and B.
First, memory bank A is assigned to histogram acquisition whereas bank B is
assigned to DSP circuits. Once the pixel acquisition time elapses, the banks
are swapped. The DSP circuits then process the previously acquired histogram
data in bank A, while bank B acquires new data.

limited optical detection systems, the overall performance de-
pends on the ability of the sensor to maximize its exposure to
the optical signal. For instance, suspending the photonic signal
acquisition of pixels to perform DSP and/or histogram reset
would indubitably affect ranging performance or image resolu-
tion. In our design, we have prevented the interruption of signal
acquisition by integrating two memory blocks of 2048 11 b
per pixel. These blocks are globally arranged in two memory
banks of 16 blocks each, namely, bank A and bank B. Fig. 9
shows a block diagram of the macro-pixel-level DSP circuit. It
implements two basic functions independently: histogram ac-
quisition and histogram DSP. The memory banks are assigned
successively to histogram acquisition and DSP via a mode-se-
lection signalMSEL.While the histogram acquisition of a given
column of pixels on a polygon facet is performed in memory
bank A, the DSP of the previously acquired data is performed
in memory bank B. Once the pixel acquisition time elapses for
that column, the memory banks are swapped and the process is
repeated. This approach therefore allows for the simultaneous
acquisition and processing of TOF data. As shown in Fig. 9,
the FIFO circuit of the macro-pixel is connected to the his-
togram acquisition circuit, which, in turn, builds a histogram
from the spatiotemporal correlated events originating from the
FIFO. The histogram DSP circuit, upon completion, registers
the multi-echo DSP results as well as the histogram integral
onto output registers, which are subsequently serially readout
off-chip.
Fig. 10(a) indicates the coordinates of pixels within the TOF

image frame as well as the actual positions of the subsections
comprising 202 16 pixels that are associated with the polyg-
onal mirror facets. Fig. 10(b) illustrates the waveform of a
number of relevant signals related to the image acquisition
from the TOF image frame level towards the pixel level. The
overall frame acquisition takes 100 ms when the sensor is oper-
ating at its nominal frame rate of 10 frame/s. Signal collection
cannot be performed when the sensor aperture is aligned with
the joining edges of the mirror facets. The effective exposure
time of each facet is therefore limited to 8.89 ms, as illustrated
in the figure. During the 7.77 ms of inactive time between
facets, most of the SoC functions, including pixels and the

TDC & Histogram Acquisition Architecture Example

Niclass et. al., JSSC, Jan. 2014

• Designed for a scanning LiDAR system.
• Detects SPAD events over multiple capture cycles and builds up a histogram in memory.
• Two memory banks allow for simultaneous histogram capture and readout for analysis by DSP block.
• TDC timing resolution is determined by the TDC clock rate.
• Typical LiDAR would have an array of these blocks, one for each vertical pixel.
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• Investigate implementation of TDC / Histogram Acquisition architecture in a 
40nm SPAD process using digital flow

• Advantages
§ Timing closure inside digital tool
§ Area efficiency
§ Ease of revision

• Disadvantages
§ Speed / resolution limited compared to analog techniques
§ Timing variations & supply dependence

Study Goals
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• Compare implementation of 500 MHz and 1 GHz design
§ Speed, power and area of design
§ Clocking & routing bottlenecks
§ Clock stability

• How does the design scale with faster TDC clock speeds?

Study Goals (continued)

Specification 500 MHz design 1 GHz design

Number of SPAD inputs 100 100

SPAD aggregation SST SST

Histogram length 2 usec 2 usec

TDC clock 500 MHz 1 GHz

Histogram bins 1024 2048

Histogram bits 12 bits 12 bits

Testibility, SPI control Included Included

SST = Synchronous 
Summation 
Technique
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Block Diagram
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The first operation on the incoming SPAD pulses is to latch them on the TDC clock.

After latching, we sum the number of pulses that occurred in that clock cycle.

The stability of the clock on the input latches is critical to the TDC timing accuracy.

SPAD event summation (SST) 
 

maximum SPAD events and complete flexibility to 
evaluate pixel configurations.  

  

III. COMBINING NETWORK ANALYSIS 

In automotive LiDAR applications, a high dynamic 

range is required to perceive moving objects at 

unpredictable speeds, at both short and long distances, and 

subjected to different levels of reflectivity. To 

accommodate this high dynamic range, a technique to 

combine multiple SPAD pulses and increase channel 

throughput is proposed here, namely the Synchronous 

Summation Technique (SST). This implementation and 

timing diagrams are shown in Figure 2. Previously, 

techniques such as OR tree, a pulse shortener (PS) with OR 

tree [6] and toggle flop with XOR tree [7] have been 

reported in literature.  

The count rate comparison through OR tree, PS with 

OR tree, XOR tree and the new SST technique is validated 

through experimental data and is shown in Figure 3. SST 

demonstrates an improvement of 30× in dynamic range 

over OR tree, 15× over PS with OR and 7.5× over XOR 

tree. It also overcomes the effect of dead-time paralysis of 

a detector in a channel, which is useful for detecting targets 

in closer proximity with high reflectivity. 
 

 

IV. SIMULATED SENSOR PERFORMANCE 

A simulation model implemented in MATLAB 

complements the design of the SPAD test pixel array. It 

provides an efficient way to model behaviour in terms of 

photons incident on and detected by the SPADs under a 

variety of assumptions. The simulator flowchart is shown 

in Figure 4(a). Initially, system considerations including 

laser source, optics and scanning mechanism are defined. 

A vector of time distributed photons incident on the array 

is generated for the desired scene parameters such as target 

distance, reflectivity and ambient level. The photon 

detection algorithm, expanded from [8], processes the 

stream of incident photons. The algorithm accounts for 

SPAD parameters such as photon detection probability 

(PDP), pixel configuration, sensor throughput and biasing 

conditions, thus accommodating to suit any specific SPAD 

structures. The output vector of detected photons over 

given exposures is accumulated to generate histograms and 

calculate photon detection rates. The programmable 

parameters in the model are outlined in Figure 4(b). This 

approach delivers guidelines to maximise detection rate as 

a function of the design parameters.  

The performance of different pixel configurations for 

the desired ranging is evaluated with parameters such as 

SPAD pitch, number of SPADs and technique to combine 

them into a single channel. Effects of detector and channel 

pile-up [9] and SPAD pitch are prominent factors limiting 

the maximum imaging distance. For a fixed detector area, 

SPADs with smaller pitch have less active area resulting in 

lower photon detection rate. To increase the dynamic range 

for these smaller SPADs, a higher number of SPADs are 

Figure 2 (a):  Implementation of SST 

Figure 3: Combining technique count rate analysis—the plot shows 
the simulated & measured photon count rates through the OR tree, 
pulse-shortner (PS) with OR tree, XOR tree and SST.  

Figure 2  (b):  Timing Diagram for SST 

Patanwala et. al., IISW 2019

Synchronous Summation Technique (SST)
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TDC Clock Tree

The timing on the clock tree to the 
first set of latches is critical – any 
shifts of this clock will cause SPAD 
pulses to change histogram bins, 
leading to TOF errors.

Supply variations modulate the 
delay of the clock tree - modelling 
the supply distribution is important.
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variety of assumptions. The simulator flowchart is shown 

in Figure 4(a). Initially, system considerations including 

laser source, optics and scanning mechanism are defined. 

A vector of time distributed photons incident on the array 

is generated for the desired scene parameters such as target 

distance, reflectivity and ambient level. The photon 

detection algorithm, expanded from [8], processes the 

stream of incident photons. The algorithm accounts for 

SPAD parameters such as photon detection probability 

(PDP), pixel configuration, sensor throughput and biasing 

conditions, thus accommodating to suit any specific SPAD 

structures. The output vector of detected photons over 

given exposures is accumulated to generate histograms and 

calculate photon detection rates. The programmable 

parameters in the model are outlined in Figure 4(b). This 

approach delivers guidelines to maximise detection rate as 

a function of the design parameters.  

The performance of different pixel configurations for 

the desired ranging is evaluated with parameters such as 

SPAD pitch, number of SPADs and technique to combine 

them into a single channel. Effects of detector and channel 

pile-up [9] and SPAD pitch are prominent factors limiting 

the maximum imaging distance. For a fixed detector area, 

SPADs with smaller pitch have less active area resulting in 

lower photon detection rate. To increase the dynamic range 

for these smaller SPADs, a higher number of SPADs are 

Figure 2 (a):  Implementation of SST 

Figure 3: Combining technique count rate analysis—the plot shows 
the simulated & measured photon count rates through the OR tree, 
pulse-shortner (PS) with OR tree, XOR tree and SST.  

Figure 2  (b):  Timing Diagram for SST 
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TDC Clock Tree

The timing on the clock tree to the 
first set of latches is critical – any 
shifts of this clock will cause SPAD 
pulses to change histogram bins, 
leading to TOF errors.

Supply variations modulate the 
delay of the clock tree - modelling 
the supply distribution is important.
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combine multiple SPAD pulses and increase channel 

throughput is proposed here, namely the Synchronous 

Summation Technique (SST). This implementation and 

timing diagrams are shown in Figure 2. Previously, 

techniques such as OR tree, a pulse shortener (PS) with OR 

tree [6] and toggle flop with XOR tree [7] have been 

reported in literature.  

The count rate comparison through OR tree, PS with 

OR tree, XOR tree and the new SST technique is validated 

through experimental data and is shown in Figure 3. SST 

demonstrates an improvement of 30× in dynamic range 

over OR tree, 15× over PS with OR and 7.5× over XOR 

tree. It also overcomes the effect of dead-time paralysis of 

a detector in a channel, which is useful for detecting targets 

in closer proximity with high reflectivity. 
 

 

IV. SIMULATED SENSOR PERFORMANCE 

A simulation model implemented in MATLAB 

complements the design of the SPAD test pixel array. It 

provides an efficient way to model behaviour in terms of 

photons incident on and detected by the SPADs under a 

variety of assumptions. The simulator flowchart is shown 

in Figure 4(a). Initially, system considerations including 

laser source, optics and scanning mechanism are defined. 

A vector of time distributed photons incident on the array 

is generated for the desired scene parameters such as target 

distance, reflectivity and ambient level. The photon 

detection algorithm, expanded from [8], processes the 

stream of incident photons. The algorithm accounts for 

SPAD parameters such as photon detection probability 

(PDP), pixel configuration, sensor throughput and biasing 

conditions, thus accommodating to suit any specific SPAD 

structures. The output vector of detected photons over 

given exposures is accumulated to generate histograms and 

calculate photon detection rates. The programmable 

parameters in the model are outlined in Figure 4(b). This 

approach delivers guidelines to maximise detection rate as 

a function of the design parameters.  

The performance of different pixel configurations for 

the desired ranging is evaluated with parameters such as 

SPAD pitch, number of SPADs and technique to combine 

them into a single channel. Effects of detector and channel 

pile-up [9] and SPAD pitch are prominent factors limiting 

the maximum imaging distance. For a fixed detector area, 

SPADs with smaller pitch have less active area resulting in 

lower photon detection rate. To increase the dynamic range 

for these smaller SPADs, a higher number of SPADs are 

Figure 2 (a):  Implementation of SST 

Figure 3: Combining technique count rate analysis—the plot shows 
the simulated & measured photon count rates through the OR tree, 
pulse-shortner (PS) with OR tree, XOR tree and SST.  

Figure 2  (b):  Timing Diagram for SST 
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• Histogram acquisition requires a read, summation, and write to each memory location.
• The SRAM IP is typically not fast enough to meet the TDC clock timing requirements.
• For 500 MHz operation, we need to pipeline two SRAMs to meet the read/write timing.

Pipelined SRAM operation to meet throughput requirement

0 1 2 3 4 5 6 7

N0 N1 N2 N3 N4 N5 N6 N7

1 3 5 7

Read M1 Write M1+N1 Read M3 Write M3+N3 Read M5 Write M5+N5 Read M7 Write M7+N7

2 4 6 8

Read M2 Write M2+N2 Read M4 Write M4+N4 Read M6 Write M6+N6 Read M8Write M0+N0Read M0

0

CLK

TDC Address

SPAD Firing Count

SRAM 1 Address

SRAM 1 Operation

SRAM 0 Address

SRAM 0 Operation

M
UX

SRAM 0+

SRAM 1+
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• Complete design includes SPI register controls and testability (Scan and MBIST).
• Approximately 50% utilization of standard cell area.

Complete Layout – 500 MHz TDC 

SRAM B

SRAM A

SRAM 0 SRAM 1

SRAM 0 SRAM 1

100 SPAD 
inputsHistogram Processing AFE 

(quench 
& buffers)

SPAD Block

440 um

350 um
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DC current estimate:
5 mA digital current
2 mA per SRAM cell

13 mA total current

Approximately 5 mV DC 
droop on supply and 
ground

Doesn’t include resistance 
of the supply routes to the 
block.

Supply voltage drop
VDD (VSS similar)
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k 
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• Multiple metal straps keep the 
resistance of power distribution 
grid < 2 ohms down to Metal 2.

• More power busses and more 
internal decoupling lowers area 
utilization efficiency. 

Supply Resistance Map 
VDD (VSS similar)
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Simulation of the transistor 
level schematic with 
extracted capacitances, to 
capture peak current and 
clock delays.

When the SRAM turns on, 
peak current draw 
increases ~50% and the 
supply drops 10mV.

Peak current draw and supply variation during operation

SRAM onSRAM off
IVDD

IVSS

CLK
(500 MHz)

VSS

VDD

SRAM onSRAM off
Supply DroopPeak current
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There is a 20 psec change in the delay through the clock tree when the SRAM is enabled.

The change in delay increases slightly to 25 psec for 2.5 ohms supply impedance.

TDC clock tree delay
SRAM onSRAM off

D Q

D Q

D Q

D Q

D Q

D Q

D Q

D Q

CLKin

CLKleaf

CLKin CLKleaf
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• The 1 GHz design includes a clock divider – this allows us to reduce the clock 
rate on circuits after the SRAM multiplexor.

1 GHz design

AFE 
(quench 

& buffers)
TDC front end 

& SST

Integrator

M
U

X M
U

X

SRAM bank A

SRAM bank B

TDC & 
Histogram 
SRAM r/w 

control

SPI / Register / Test / Control

SPAD Block

start

clk

Balanced 
buffer tree

Histogram processing 
& peak detection

…..

…..

….. …
..

…
..

÷ 2 mem_clk

2048 x 12

2048 x 12

1 GHz

100
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Pipelined SRAM for 1 GHz throughput

SRAM 2 Address

SRAM 3 Operation

SRAM 4 Address

SRAM 4 Operation

TDC CLK

0 1

N0 N1

2 6 10 14

Read M2 Write M2+N2 Read M6 Write M6+N6 Read M10 Write M10+N10 Read M14 Write M14+N14

4 8 12 8

Read M4 Write M4+N4 Read M8 Write M8+N8 Read M12 Write M12+N12 Read M16Write M0+N0Read M0

0

MEM CLK

TDC Address

SPAD Firing Count

SRAM 1 Address

SRAM 1 Operation

SRAM 0 Address

SRAM 0 Operation

2

N2

3

N3

4

N4

5

N5

6

N6

7

N7

8

N8

9

N9

10

N10

11

N11

12

N12

13

N13

14

N14

15

N15

1 5 9 13

Read M1 Write M1+N1 Read M5 Write M5+N5 Read M9 Write M9+N9 Read M13 Write M13+N13

3 7 11 15

Read M3 Write M3+N3 Read M7 Write M7+N7 Read M11 Write M11+N11 Read M15

M
UX

SRAM 0+

SRAM 1+

SRAM 2+

SRAM 3+

• For 1 GHz operation, we now need to pipeline four SRAMs to meet the read/write timing 
requirements.
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• Additional SRAMs and muxing logic increase layout area by 45% 

Layout – 1 GHz TDC

SRAM B

SRAM A

SRAM 0 SRAM 1

SRAM 0 SRAM 1

100 SPAD 
inputsI/O to Histogram 

Processing

SRAM 2 SRAM 3

SRAM 2 SRAM 3

350 um

620 um
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VDD & VSS supply voltage drop – 1 GHz

Bl
oc

k 
Su

pp
ly

 
C

on
ne

ct
io

ns

DC current estimate:
7 mA digital current
2 mA per SRAM cell

23 mA total current

Approximately 10 mV DC 
droop on supply and 
ground.
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Peak current increases by 
50%, and supply droop 
increase by ~ 2X, versus 
500 MHz design.

Peak current draw & supply variation – 1 GHz design

SRAM onSRAM off
IVDD

IVSS

CLK
(1 GHz)

SRAM onSRAM off

Supply DroopPeak Current

VDD

VSS
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• The clock tree delay changes 
by 35 psec when the SRAM is 
enabled.

• With 2.5 ohms of supply 
resistance, the delay change is 
83 psec.

• The 1 GHz clock tree has more 
branches and devices, and is 
more sensitive to supply shifts.

TDC clock tree delay – 1 GHz design

SRAM onSRAM off

CLKin

CLKleaf
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Comparison of designs
Specification 500 MHz design 1 GHz design

Number of SPAD inputs 100 100

SPAD aggregation SST SST

Histogram length 2 usec 2 usec

TDC clock 500 MHz 1 GHz

Histogram bins 1024 2048

Histogram bits 12 bits 12 bits

Testibility, SPI control Included Included

Area 0.15 mm2 0.22 mm2

Power 14 mW 25 mW

Peak Current 38 mA 58 mA

Clock Shift 20 psec 35 psec

Clock Shift (2.5 ohm) 25 psec 83 psec

SRAM B

SRAM A

SRAM 0 SRAM 1

SRAM 0 SRAM 1

440 um

350 um

SRAM B

SRAM A

SRAM 0 SRAM 1

SRAM 0 SRAM 1 SRAM 2 SRAM 3

SRAM 2 SRAM 3

350 um

620 um
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• SPADs & AFEs require biases, supplies and grounds which 
are very sensitive.

• Top metal routing resources and input pins must be 
dedicated to these signals, reducing the amount of power 
routing available to the digital circuitry.

Power Routing Issues

Pelligrini, ISSW 2018

SPAD pixel quenching
• Passive quenching with disabling

• Bias is beyond breakdown

• Tunable quench resistance

• Individual SPADs can be disabled

• The output is a true digital pulse

containing timing information

20

SPAD_Out

VSPADOFFVHV

Anode

En En

En

VDDPIX

En

VQUENCH

…

…

…

…

…

…

…
SPADs & AFEDigital

(TDC, Histogram, DSP, etc.)

Digital

(TDC, Histogram, DSP, etc.)

SP
AD

 v
ol

ta
ge

s 
& 

bi
as

es
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• Avoid big changes in supply current:
§ Algorithm should be designed to avoid bursts of activity
§ Clock gating insertion must be scrutinized carefully

• Improve supply connections & decoupling
§ Trade-off with layout efficiency

• Separate supplies and grounds
§ This can have diminishing returns, due to metal and pin limitations

• Use divided down clocks to reduce power requirement
§ But beware slow clocks beating with the high speed TDC clock

Higher speed TDC may not always lead to more accurate TOF results, if timing 
jitter degrades.

Clock jitter mitigation techniques


